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T
he recent world chess championship saw Mag-

nus Carlsen defend his title against Fabiano 

Caruana. But it was not a contest between the 

two strongest chess players on the planet, only 

the strongest humans. Soon after I lost my re-

match against IBM’s Deep Blue in 1997, the short 

window of human-machine chess competition 

slammed shut forever. Unlike humans, machines keep 

getting faster, and today a smartphone chess app can 

be stronger than Deep Blue. But as we see with the 

Al phaZero system (see pages 1118 and 1140), machine 

dominance has not ended 

the historical role of chess as 

a laboratory of cognition. 

Much as the Drosophila 

melanogaster fruit fly be-

came a model organism for 

geneticists, chess became a 

Drosophila of reasoning. In 

the late 19th century, Alfred 

Binet hoped that understand-

ing why certain people ex-

celled at chess would unlock 

secrets of human thought. 

Sixty years later, Alan Turing 

wondered if a chess-playing 

machine might illuminate, in 

the words of Norbert Wiener, 

“whether this sort of ability 

represents an essential dif-

ference between the poten-

tialities of the machine and 

the mind.”

Much as airplanes don’t 

flap their wings like birds, 

machines don’t generate chess 

moves like humans do. Early programs that attempted it 

were weak. Success came with the “minimax” algorithm 

and Moore’s law, not with the ineffable human combina-

tion of pattern recognition and visualization. This prosaic 

formula dismayed the artificial intelligence (AI) crowd, 

who realized that profound computational insights were 

not required to produce a machine capable of defeating 

the world champion.

But now the chess fruit fly is back under the micro-

scope. Based on a generic game-playing algorithm, 

AlphaZero incorporates deep learning and other AI tech-

niques like Monte Carlo tree search to play against itself 

to generate its own chess knowledge. Unlike top tradi-

tional programs like Stockfish and Fritz, which employ 

many preset evaluation functions as well as massive li-

braries of opening and endgame moves, AlphaZero starts 

out knowing only the rules of chess, with no embedded 

human strategies. In just a few hours, it plays more 

games against itself than have been recorded in human 

chess history. It teaches itself the best way to play, reeval-

uating such fundamental concepts as the relative values 

of the pieces. It quickly becomes strong enough to defeat 

the best chess-playing entities in the world, winning 28, 

drawing 72, and losing none in a victory over Stockfish.

I admit that I was pleased to see that AlphaZero had 

a dynamic, open style like my own. The conventional 

wisdom was that machines 

would approach perfection 

with endless dry maneuver-

ing, usually leading to drawn 

games. But in my observa-

tion, AlphaZero prioritizes 

piece activity over material, 

preferring positions that to 

my eye looked risky and ag-

gressive. Programs usually re-

flect priorities and prejudices 

of programmers, but because 

AlphaZero programs itself, 

I would say that its style re-

flects the truth. This superior 

understanding allowed it to 

outclass the world’s top tradi-

tional program despite calcu-

lating far fewer positions per 

second. It’s the embodiment 

of the cliché, “work smarter, 

not harder.”

AlphaZero shows us that 

machines can be the experts, 

not merely expert tools. Ex-

plainability is still an issue—it’s not going to put chess 

coaches out of business just yet. But the knowledge it 

generates is information we can all learn from. Alpha-

Zero is surpassing us in a profound and useful way, 

a model that may be duplicated on any other task or 

field where virtual knowledge can be generated.

Machine learning systems aren’t perfect, even at a 

closed system like chess. There will be cases where an 

AI will fail to detect exceptions to their rules. There-

fore, we must work together, to combine our strengths. 

I know better than most people what it’s like to com-

pete against a machine. Instead of raging against 

them, it’s better if we’re all on the same side.

–Garry Kasparov

Chess, a Drosophila of reasoning
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“…machine dominance has not 
ended the historical role of chess 

as a laboratory of cognition.”
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Brazil drops climate summit
SCIENCE POLICY |  Brazil last week 

withdrew its offer to host the 2019 United 

Nations Climate Change Conference, 

signaling a shift in the country’s stance 

on global warming. President Michel 

Temer’s administration cited budgetary 

constraints to explain the withdrawal,

but President-elect Jair Bolsonaro, a far-

right politician who will take office on 

1 January 2019, later said he took part in 

the decision. Bolsonaro argues that the U.N. 

climate treaty, known as the Paris agree-

ment, threatens the country’s sovereignty 

over the Amazon; his pick as minister of for-

eign affairs, Ernesto Araújo, recently wrote 

that climate change is a “dogma” used 

in a globalist plot to hurt capitalism for 

the benefit of China. Scientists and envi-

ronmentalists denounced the conference 

decision as ceding Brazil’s leadership role in 

combatting global climate change. 

Gene drive moratorium blocked
BIOTECHNOLOGY |  For the second time in 

2 years, a United Nations body last week 

voted down a controversial proposal to 

ban “gene drives,” technology that can 

rapidly spread one or more genes through 

animals in the wild and might be used to 

control disease-causing mosquitoes and 

other harmful organisms. Instead, the 

Convention on Biological Diversity, meet-

ing in Sharm El Sheikh, Egypt, called on 

governments to conduct risk assessments 

before releasing gene drive organisms 

in the wild and to get informed consent of 

local communities or indigenous peoples. 

Scientists had argued against a morato-

rium, citing the research’s potential in the 

fight against malaria, for example, whereas 

advocacy groups warned that gene drive 

organisms could have unintended conse-

quences beyond the target populations. 

In a separate decision, the convention 

rejected a hotly debated proposal requir-

ing researchers to get permission from a 

country before studying publicly available 

genetic data on organisms originating 

there. Scientists had warned that the plan 

would stifle research (Science, 6 July, p. 14). 

Conference delegates agreed only to com-

mission further study of the issue.

A
fter a 2-year journey, OSIRIS-REx, NASA’s $800 million aster-

oid sample return mission, arrived at its target, an ancient, 

half-kilometer-wide space rock called Bennu, in search of clues 

to the formation of the solar system. On 3 December, the space-

craft pulled to within 20 kilometers of the diamond-shaped as-

teroid. In January 2019, Bennu will become the smallest object 

circled by a spacecraft when OSIRIS-REx enters an orbit 1.25 kilo-

meters from the surface, enabling it to study the asteroid in detail. 

The probe will spend more than a year scouting for sampling sites 

and in mid-2020 will swoop close enough to gather up to 2 kilograms 

of dust and gravel using a 3-meter robotic arm. A capsule containing 

that haul will return to Earth in 2023—the first materials NASA will 

have returned from space since the Apollo moon rocks.

NEWS
I N  B R I E F

Increase in reported measles cases worldwide in 2017, according to the 

World Health Organization. It blamed the 1-year rise partly on antivaccine 

messages in Europe and the collapse of Venezuela’s health system. 

Measles killed an estimated 110,000 people in 2017, most of them children.

Edited by Jeffrey Brainard

SPACE SCIENCE

Sample return probe arrives at asteroid
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Feynman’s unwelcomed prize sold
PHYSICS |  Richard Feynman, the 

iconoclastic physicist who helped lay the 

theoretical foundation for modern particle 

physics, detested prizes and honors—so 

much so that he considered refusing his 

share of the 1965 Nobel Prize in Physics. 

Last week, Feynman’s heirs parted with 

the irksome award, as Sotheby’s in New 

York City auctioned it for $975,000. Fifty-

three years ago, Feynman’s third of the 

prize money totaled $18,333—$129,000 in 

today’s dollars. He said he was going to 

use the cash to pay his taxes. In a separate 

auction this week, Christie’s fetched nearly 

$2.9 million for another relic of science 

history, a 1954 letter in which Albert 

Einstein writes, “The word God is for me 

nothing but the expression of and product 

of human weaknesses.”

Italy dismisses health experts
PUBLIC HEALTH |  Italian Minister of 

Health Giulia Grillo on 3 December fired 30 

experts serving on the 56-member National 

Health Council, sparking fears that she 

could replace them with vaccine skeptics. 

Grillo, who belongs to the vaccine-skeptic 

populist party Five Star Movement, wrote on 

Facebook that she had “chosen to open the 

door to other deserving personalities.” The 

Five Star Movement came to power in April, 

promising to scrap a law from the previous 

government that had made 10 childhood 

vaccinations mandatory. In 2017, Italy 

reported 5098 cases of measles, a third of all 

reported cases in the European Union.

Celebrity astrophysicist accused
#METOO |  Astrophysicist and science 

communicator Neil deGrasse Tyson came 

under investigation last week because of 

sexual misconduct allegations from three 

women. Ashley Watson, former assistant 

on the documentary series Cosmos, which 

Tyson has periodically hosted, told Patheos, 

an interfaith dialogue website, that she 

quit because of his inappropriate sexual 

advances and comments. Physicist Katelyn 

Allers of Bucknell University in Lewisburg, 

Pennsylvania, says Tyson groped her at an 

afterparty of an American Astronomical 

Society event in 2009. Patheos also reported 

a year ago that musician Tchiya Amet said 

Tyson drugged and raped her when they 

were graduate school classmates in 1984. 

In a Facebook post, Tyson claimed the first 

two incidents were misinterpreted gestures 

for which he apologized, and he denied 

the third. Fox Broadcasting and National 

Geographic, which have aired Cosmos, say 

they are investigating the allegations, as did 

the American Museum of Natural History 

in New York City, where Tyson directs the 

Hayden Planetarium. 

DeepMind aces protein folding
COMPUTER SCIENCE |  Mastering chess 

and Go was just for starters. Fresh off its 

board-game triumphs, the Google-owned 

artificial intelligence firm DeepMind took top 

honors on 2 December in the 13th Critical 

Assessment of Structure Prediction, a bi-

annual competition aimed at predicting the 

3D structure of proteins. Competing teams 

were given the linear sequence of amino 

acids for 90 proteins, for which the 3D shape 

was known but not yet published. Teams 

then computed how those sequences would 

fold up. Though DeepMind had not previ-

ously joined this competition, the predictions 

of its AlphaFold software were more accurate 

than those of its 97 competitors. DeepMind 

built on previous algorithm strategies; one 

of them predicts the distance in 3D  space 

between every pair of amino acids in a 

sequence, based on analyses of thousands 

of known amino acid sequences and their 

observed, folded protein structures.

Underwater air gun bursts used for oil exploration off the U.S. Atlantic coast will create noise shown elsewhere to injure and disrupt migrations of whales and dolphins.

ENERGY 

Offshore mapping blasts off

I
n a reversal, the U.S. National Oceanic and 

Atmospheric Administration has agreed to allow 

five oil and gas firms to conduct seismic 

surveys—which use blasts of sound to map seafloor 

geology— off the Atlantic coast from New Jersey to 

Florida. The decision is certain to draw legal chal-

lenges from environmental groups, who say the agency 

has underestimated the number of whales, turtles, and 

other sea creatures likely to be harmed or bothered by 

the intense noise from submerged air guns. The move 

is part of a larger effort by President Donald Trump’s 

administration to relax restrictions on offshore drilling 

imposed by former President Barack Obama. Most 

Atlantic coastal states oppose such development, worry-

ing it could harm tourism and fishing industries.
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ew seemed more surprised by the tide 

of outrage unleashed by the claim that 

the first gene-edited babies had been 

created with the revolutionary lab tool 

called CRISPR than He Jiankui, the 

scientist responsible. On the eve of the 

International Summit on Human Genome 

Editing in Hong Kong, China, last week, He, 

a researcher at nearby Southern University of 

Science and Technology in Shenzhen, China, 

had dinner at the city’s Le Méridien Cyber-

port with a few of the meeting’s organizers. 

The news of He’s claim had just broken, and 

shock waves were starting to reverberate. But 

the reports were still so fresh that the diners 

sat in the restaurant without being disturbed.

“He arrived almost defiant,” says Jennifer 

Doudna, who did landmark CRISPR work at 

the University of California (UC), 

Berkeley. She and the other con-

ference organizers politely asked 

He questions about the scientific 

details and rationale of his work, 

the permissions he had secured to 

conduct it, and how he recruited 

hopeful parents to participate and 

informed them about risks. He 

asked them whether his planned 

talk 2 days later should include 

data about the twin girls, who had 

a gene altered to make them resis-

tant to HIV infection. “We were all 

like, ‘Uh, yes,’” Doudna says.

After more than an hour of ques-

tioning, He had had enough. “He 

just seemed surprised that people 

were reacting negatively about 

this,” Doudna says. “By the end of the dinner 

he was pretty upset and left quite abruptly.”

Bioethicist Alta Charo of the University 

of Wisconsin Law School in Madison says 

He seemed “quite sincere” in his aim to 

engineer babies who would not suffer the 

illness and stigma that had plagued their 

HIV-infected father. He appeared to believe 

he had complied with ethical guidelines 

for what’s known as germline editing—

creating heritable alterations in early em-

bryos, sperm, or eggs. “That kind of rocked 

me back,” Charo says. “He talked about 

Robert Edwards, the ‘father’ of IVF [in vitro 

fertilization]. I got the strong impression 

that he saw Robert Edwards as a kind of 

hero, a paradigm breaker, a disrupter, and 

that he wanted to model himself after that.”

It seems unlikely history will view He 

in the same light as Edwards, who won a 

Nobel Prize, but the Chinese researcher cer-

tainly is a disrupter. His claim has triggered 

widespread calls for mechanisms to prevent 

others from germline editing humans until 

there’s an international consensus that the 

CRISPR technology has matured and there’s 

a convincing medical need. And it has 

sparked concern that his actions could set 

back less problematic applications of gene 

editing: treating diseases by editing non-

germ cells, which do not pass their DNA to 

future generations. “I do hope that this very 

visible misadventure does not cause a cloud 

over the entire area of gene editing for ther-

apeutic benefit,” says Francis Collins, direc-

tor of the U.S. National Institutes of Health 

(NIH) in Bethesda, Maryland, who 

issued an unusually blunt con-

demnation of He’s work. “I think 

that would be utterly irrational.”

First, though, scientists, ethi-

cists, and government officials are 

trying to understand how and why 

He staged this experiment, whether 

it accomplished the limited success 

he claims, and whether the babies 

are healthy. In a hastily arranged, 

hourlong session at the summit, He 

reported that in one of the twins, 

his team had successfully mutated 

both copies of the gene for CCR5, a 

protein on immune cells that HIV 

exploits to establish an infection. 

Several of his slides were too dense 

with information for the audience 

I N  D E P T H

At the summit, Nobel laureate David Baltimore condemned He Jiankui’s work.

BIOLOGY

By Jon Cohen

What now for 
human genome 
editing?
Claimed creation of 
CRISPR-edited babies 
triggers calls for 
international oversight
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to immediately digest. But closer analysis led 

many researchers to assert later that both 

girls had evidence of at least one normal 

CCR5 gene, which would mean they were 

completely susceptible to the AIDS virus. 

What’s more, He has not yet tested whether 

HIV can infect cells taken from the girls.

At the summit’s end, organizers called for 

an independent assessment of He’s work. 

Some take comfort in the doubts. “I would 

actually hope … there’s not genome-edited 

humans brought into this world yet,” says 

pediatrician Matthew Porteus of Stanford 

University in Palo Alto, California, one of the 

organizers. “It just puts a pit in my stomach.”

He said his team has a plan for long-term 

follow-up of the twins’ health, although he 

did not explain who would fund it. To the re-

lief of many at the meeting, He did present 

extensive, if preliminary, data indicating that 

CRISPR had not made unwanted “off-target” 

cuts in the genomes of the babies, a key safety 

concern in genome editing. During the ques-

tions, He revealed that a second woman is 

pregnant with a gene-edited baby. A paper 

on the twins is being considered by a peer-

reviewed journal, He said, adding he had 

been dissuaded from posting it as a preprint. 

(He did not return requests for comment.)

Taking the podium after He’s talk, David 

Baltimore, a Nobel laureate from the Cali-

fornia Institute of Technology in Pasadena 

who also helped organize the meeting, de-

cried the “failure of self-regulation” by He 

and the scientific community. The central 

problem, Baltimore tells Science, is that “we 

had no authority to stop him,” which he says 

“is the dilemma in trying to police the inter-

national scientific world.”

At the summit’s end, the organizing 

panel, which had representatives from eight 

countries, concluded that He’s experiment 

was irresponsible, violated international 

norms, failed to meet ethical standards, did 

not have a sufficient medical justification, 

and lacked transparency. Their statement 

mirrored reactions in China (see sidebar).

The organizer’s statement noted the 

promise of heritable germline editing but 

said it still remained too risky. The state-

ment disappointed some by not demanding 

a strict moratorium, instead calling for “a 

rigorous, responsible translational pathway 

toward such trials.” The meeting organiz-

ers pointedly noted that germline editing 

would require “strict independent over-

sight” but offered no specific recommenda-

tions for how that might be done. 

Several commenters recalled the biology 

community’s response to the advent of ge-

netic engineering in the 1970s, which at that 

7 DECEMBER 2018 • VOL 362 ISSUE 6419    1091SCIENCE   sciencemag.org

For his talk at last week’s summit, He Jiankui was 

accompanied by security guards because of threats.

NEWS

Does a Chinese scientist’s claim that he used CRISPR to create two baby girls resistant 

to HIV show that research ethics here are more permissive than elsewhere? Many Chi-

nese researchers dispute the notion, as do experts elsewhere. “I still believe there is no 

ethical divide between China and the West,” says Reidar Lie, a bioethicist at the Univer-

sity of Bergen in Norway who has written extensively about China’s bioethical issues. 

“This is clear,” he says, from the reactions of ministries, institutions, and scientists who 

have forcefully condemned the study, by He Jiankui of the Southern University of Sci-

ence and Technology (SUST) in Shenzhen, China.  Lie adds that He “shares the same 

characteristic as many other scientists at the frontiers of knowledge: overestimating 

the benefits of their own research, and underestimating the risks.”

Yet in the wake of the scandal, some are calling for tighter regulations and better 

oversight. “There is an urgent need for a national ethics review committee,” former 

Vice Minister of Health Huang Jiefu told Global Times, a daily tabloid and website 

controlled by the Chinese Communist Party. Currently, every hospital and institute has 

its own ethics committee, but many lack the medical, ethical, and legal expertise to 

review cutting-edge procedures, Huang said. Lie agrees that there are gaps in China’s 

regulatory efforts, but says the existing framework just needs strengthened enforce-

ment powers and upgraded expertise.

Many questions remain about He’s work, including where he did it, how it was fi-

nanced, and whether his scientific claims are valid (see main story, p. 1090). An official 

investigation by a joint team from Guangdong province and the city of Shenzhen is 

ongoing, and SUST has announced its own inquiry. He himself has not publicly spoken 

since he presented his work at a gene-editing meeting on 28 November and did not 

respond to requests for comment. But some details about his work have emerged.

In an online report that was later removed, for instance, Sanlian Life Week magazine 

described how He turned to the HIV/AIDS support network Baihualin China League to 

help recruit couples in which the man was infected with HIV. One told the magazine he 

and his wife dropped out of the study because he was “unwilling to be a guinea pig,” 

according to a copy of the article shared on Twitter. The network’s head said he regret-

ted his collaboration with He: “I am very worried about these families and children,” he 

wrote in a statement.

Until now, China’s share in the CRISPR revolution was a source of national pride. Chi-

nese scientists were the first to create gene-edited monkeys, in 2014, and produced the 

first ever gene-edited human embryos a year later. In 2016, they became the first to start 

clinical trials using CRISPR to alter genes in somatic cells, which are not passed on to the 

next generation; today, 10 CRISPR-related trials to treat diseases such as cancer and HIV/

AIDS are recruiting patients in China, more than in the rest of the world combined. But the 

scientific community “was nearly unanimous” that He’s work crossed a red line, says Wei 

Wensheng, a molecular biologist at Peking University in Beijing. In a statement typical of 

many issued over the past week, the Chinese Academy of Medical Sciences in Beijing said 

gene editing is “still at a basic stage,” and that changing the germ line should be off limits.

He appears to have violated the Ethical Guiding Principles on Human Embryonic 

Stem Cell Research, a brief document promulgated jointly by the health and science 

ministries in December 2003 that prohibits implanting human embryos created for 

research purposes into the womb. But the guidelines do not specify any penalties for 

noncompliance. “In some countries, such activity would lead to imprisonment, but 

China still lacks a relevant legal and policy framework,” bioethicist Zhai Xiaomei of the 

Chinese Academy of Medical Sciences and Peking Union Medical College told China 

Science Daily. She called for politicians to strengthen legislation as soon as possible.

Meanwhile, the news fascinated the Chinese public, according to the website What’s on 

Weibo, which tracks China’s most popular social media platform. “In 100 years time, 

this might be considered pioneering work,” said one comment. “This is unfortunate 

for the children, it is unfortunate for China, and it is unfortunate for mankind,” another 

Weibo user countered, reflecting the majority view.

“What He did will almost inevitably have a backlash from the public and possibly from 

regulators,” says Wei, who worries that the actions of a single research group gone rogue 

will trigger new rules that could have punishing implications for legitimate research. 

For China, a CRISPR first goes too far
By Dennis Normile, in Shanghai, China
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U
.K. scientists dreading the coun-

try’s impending departure from the 

European Union, known as Brexit, 

now face possible outcomes rang-

ing from undesirable to potentially 

disastrous—with an outside chance 

of a last-minute reprieve. Two and a half 

years after a divisive popular vote to leave 

the European Union, against the wishes of 

most scientists, politicians must soon decide 

whether the divorce will be orderly or cha-

otic. “Everyone’s just holding their breath,” 

says economist Philip McCann of the Uni-

versity of Sheffield in the United Kingdom, 

part of a team studying the implications of 

Brexit. “If it’s a disorderly exit, the conse-

quences could be very, very severe.”

On 11 December, Parliament will vote on 

a withdrawal agreement that Prime Minis-

ter Theresa May reached with the European 

Union in November. It lays out the terms 

of a costly but smooth departure from the 

European Union, starting in March 2019. 

If the agreement is rejected, the United 

Kingdom could crash out instead, trigger-

ing chaos at the border, food shortages, and 

economic hardship. But a growing number 

of politicians, including former science 

minister Sam Gyimah, who resigned last 

week to protest the withdrawal agreement, 

are now agitating for a second referendum 

that might reverse the first one.

Ever since that referendum in June 2016, 

many U.K. scientists have lamented the loss of 

EU membership perks that Brexit will mean. 

It will end the free movement of researchers 

across the English Channel and Irish Sea. It 

could prevent U.K. researchers from apply-

ing to EU grant programs. And the country 

will leave the Euratom treaty, which governs 

the operations of the Joint European Torus, 

a fusion facility near Oxford, U.K., and give 

POLICY 

By Erik Stokstad

Uncertainty 
boosts Brexit 
jitters for 
U.K. scientists

time raised the specter of DNA-engineered 

microbes escaping from labs and wreaking 

havoc. Baltimore, who played a prominent 

role in the famed 1975 Asilomar conference 

on that topic, says the field figured out a way 

to control the use of recombinant DNA tech-

nology. “We never had any international au-

thority, but we got international agreement, 

and, as far as I know everybody lived up to it.”

In the United States, NIH established a Re-

combinant DNA Advisory Committee (RAC) 

to oversee related work that received federal 

government support. It no longer reviews 

many proposals, but, Collins says, “It’s likely 

that a reinvented version” could serve as a 

public forum for “intense, scientific debate 

about an area of some scientific potential 

but where there are many unknowns—and 

this would certainly be one of them.”

James Wilson, who heads the gene therapy 

program at the University of Pennsylvania, 

suggests the U.S. Food and 

Drug Administration (FDA) 

could serve as an excellent over-

sight venue of the controversial 

research. But, he notes, the 

agency would have to forgo its 

many confidentiality restric-

tions and allow more public 

discussion of proposals. 

For now, FDA is not even 

allowed to review germline 

editing experiments in hu-

mans. “It’s effectively prohib-

ited in the United States,” says 

Harvard Medical School Dean 

George Daley, a stem cell re-

searcher in Boston who was a 

summit organizer.

The summit triggered a 

discussion about whether the 

United Nations could serve as the home 

for an international oversight group, and 

its World Health Organization announced 

this week it would establish a team of ex-

perts to set guidelines and standards for 

human genome editing. 

An immediate response is needed, 

Doudna stresses. “I’d love to see the na-

tional science academies from several 

countries within a month come up with 

a set of draft guidelines that would be 

somehow affiliated with a RAC-like body,” 

she says. Daley agrees. “We have to aspire 

to some kind of a universal agreement 

amongst scientists and clinicians about 

what’s permissible,” he says. “Those who 

violate those international norms are held 

out in stark relief.”

Whether He would have consulted with 

any oversight body is unclear. Several re-

searchers say He discussed with them the 

idea of implanting edited human embryos. 

Porteus says when He informed him he was 

about to launch a trial to do that, “I spent 

the next 45 minutes telling him this was a 

terrible thing to do and he needed to stop 

immediately and talk to more people, par-

ticularly people in China. My regret is I 

didn’t go public.”

To others, He was more coy about his 

actions. “If I had any sense that he was 

actually trying to do this I would have or-

ganized a meeting with him and others,” 

says William Hurlbut, a physician and ethi-

cist at Stanford who met with He a handful 

of times and corresponded regularly with 

him. “I was intentionally trying to slow him 

down and influence his thinking.”

Collins, Doudna, and many others say 

they have difficulty coming up with any ge-

netic disorders that should even be consid-

ered for germline editing now. Couples who 

have concerns about passing on a disease 

mutation can use preimplantation genetic 

diagnosis (PGD), notes Collins, 

a procedure in which research-

ers can screen IVF embryos 

and implant only those with-

out the mutation. Although 

there are instances where par-

ents both have two copies of a 

disease gene and are certain to 

pass it on to all embryos, those 

are exceedingly rare, he adds.

Daley, part of a growing 

camp that strongly disagrees, 

counters that PGD doesn’t 

work 100% of the time. And, 

he says, “Rarity alone doesn’t 

detract from the imperative of 

trying to give medical support.”

Researchers discussing He’s 

feat frequently refer to the case 

of Martin Cline, a hematologist 

at UC Los Angeles who in 1980 conducted 

pioneering gene therapy research in other 

countries rather than wait for his own insti-

tution to approve his proposed studies. In the 

aftermath of intense media scrutiny, Cline 

resigned as chief of his school’s hematology-

oncology division and lost several NIH 

grants. “I regret to say this, but I think the 

consequences of my experiment set the field 

back several years because of all the regula-

tions and oversights,” says Cline, who is re-

tired and living in Stinson Beach, California. 

Cline says he paid a high price for what he 

now sees as having moved too fast. “I lost 

a significant part of a career I loved,” says 

Cline, who switched to oncology.

Another human genome editing summit is 

planned for 2021. It will be hard to surpass 

Hong Kong’s drama. “One of our concerns 

was this was going to be a really boring 

summit,” Charo says. “Everything you look 

at here, the closer you get, the stranger this 

whole story becomes.” j

“I do hope this 
very visible 
misadventure 
does not cause 
a cloud over 
the entire area 
of gene editing 
for therapeutic 
benefits.” 
Francis Collins, 

National Institutes 

of Health
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Political turmoil in 
Parliament threatens a 
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of the European Union

Published by AAAS

on D
ecem

ber 6, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


7 DECEMBER 2018 • VOL 362 ISSUE 6419    1093SCIENCE   sciencemag.org

P
H

O
T

O
: 

T
H

IE
R

R
Y

 R
O

G
E

/
A

V
A

L
O

N
.R

E
D

/
N

E
W

S
C

O
M

Prime Minister Theresa May hopes to persuade 

Parliament to accept a plan for an orderly Brexit.

up a role in ITER, a much larger fusion re-

search reactor being built near Cadarache 

in France.

Only a few U.K. scientists see more upside 

than down. Simon Willcock, a tropical ecolo-

gist at Bangor University in the United King-

dom who supports Brexit, believes liberation 

from EU regulations will allow the United 

Kingdom to set its own science-based pub-

lic policies, including reforms to agricultural 

subsidies. “I can see the U.K. being more of 

a risk taker, more of an innovator,” he says.

If both the United Kingdom and the Euro-

pean Union accept the 585-page draft agree-

ment, the landing could be soft. The deal 

doesn’t specifically address research, but it 

would minimize disruption through a 2-year 

extension of the status quo while future par-

ticipation in EU programs is negotiated. U.K. 

researchers could apply for EU grants during 

that period, for example.

The European Union is expected to green-

light the withdrawal agreement, which in-

cludes a $50 billion divorce bill and would 

require the United Kingdom to follow EU 

laws during the transition without any say 

in them. Those conditions mean the agree-

ment faces tough prospects in the U.K. Par-

liament. Hardline Brexit proponents within 

May’s Conservative Party say it doesn’t offer 

enough independence. Other opponents in-

clude “Remainers” in the Labour and Con-

servative parties, who argue that even a soft 

Brexit would be too damaging.

A deadlocked Parliament could default 

to a no-deal Brexit, which would send the 

value of the pound plummeting 25% and 

shrink the U.K. economy by 8% in the fol-

lowing months, according to a report re-

leased last week by the Bank of England. 

Airlines flying between the United Kingdom 

and Europe could be grounded, because the 

United Kingdom would leave the European 

Union’s aviation regulations. New customs 

checks could strangle trade with Europe. 

An oversight committee in Parliament last 

week called a lack of preparation at ports 

for consequences such as massive backlogs 

of trucks “extremely worrying.”

All that would hurt research. Many re-

agents and other supplies, such as anti-

bodies and cell-growth media, are imported. 

U.K.-based pharmaceutical companies are 

stockpiling drugs used in some clinical trials 

as well as routine medicines. Some research-

ers are considering whether they also need to 

stock up. “You don’t want to feel alarmist, but 

you have to think about the sustainability of 

your experiments,” says Jennifer Rohn, a cell 

biologist at University College London who 

needs expensive and perishable cell-growth 

media made in Europe. But Oscar Marín, a 

developmental neurobiologist at King’s Col-

lege London, says a supply shortage is the 

least of his worries. “To be honest, the disrup-

tion will be of such an order that not having 

the right antibody will be meaningless.”

A no-deal exit would also immediately 

void many research agreements. The U.K. 

government has said that if the European 

Union terminates grants to U.K. teams, the 

treasury will take over the payments. But 

U.K. researchers couldn’t apply for new EU 

grants. It’s also not clear whether they could 

continue to lead existing collaborations 

with European partners. The legal status of 

joint clinical trials—about 40% of U.K. tri-

als include sites in the European Union—is 

murky, and how data might be transferred 

is uncertain. 

“We are very concerned about a no-deal 

outcome,” says Beth Thompson, head of 

U.K. and EU policy at the Wellcome Trust, a 

biomedical philanthropy in London.

Regardless of how the United Kingdom 

departs, it will have to negotiate new sci-

ence agreements with the European Union. 

The European Union’s Horizon Europe 

program will fund $113 billion in research 

from 2021 to 2027, and the U.K. govern-

ment wants to participate as an associated 

member, a status Norway and a few other 

non-EU countries already have. But as-

sociate membership will likely cost more 

than it brings home in grants, and some 

fear the government might trim the do-

mestic research budget to compensate. As 

an associate, the United Kingdom might 

also lose influence over the program’s 

goals. “There’s no deal we could get that 

would be as good as the one we have at the 

moment,” says Anne Glover, head of The 

Royal Society of Edinburgh.

Nevertheless, both the United Kingdom 

and the European Union would benefit 

from maintaining close scientific ties, so 

the chances are good for agreements on 

funding programs, research regulations 

on clinical trials, and Euratom, says Venki 

Ramakrishnan, who heads The Royal So-

ciety in London. Speed will be crucial, he 

says. “The longer the uncertainty, the less of 

a player we’ll be in European science.”

To many, the largest risk that Brexit poses 

for science is the same one that threatens the 

whole United Kingdom: a recession, which 

would jeopardize recent large increases in 

domestic research funding and could cause 

a brain drain. The end of free movement 

with the European Union also has “huge 

implications for science,” says Naomi Weir, 

deputy director of the Campaign for Sci-

ence and Engineering in London, which 

advocates for a smooth and affordable re-

search immigration system. A long-awaited 

government white paper on immigration is 

expected to be published this month. Min-

isters have said they will welcome foreign 

talent, but Weir worries about an increased 

burden on employers and an advisory com-

mittee proposal for a £30,000 minimum 

salary for all immigrants, which could com-

plicate hiring of technical staff.

Some scientists want a do-over. “Brexit 

is simply bad for science,” says Paul Nurse, 

head of The Francis Crick Institute in Lon-

don. “The best thing would be to go back 

and say we made a mistake.” But the politics 

of a second referendum are tortuous, and 

time is short. As the maelstrom intensi-

fies, many researchers are focusing on their 

work. Nurse, however, urges more to speak 

out. “The scientific community really has 

to indicate why it’s so worried,” he says. “I 

don’t think we’ve done enough.” j
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W
hat if instead of lining up for a 

flu shot of unknown effectiveness 

each fall, people could receive one 

vaccine that protects against all 

strains and lasts for many years, if 

not for life? It could spare incalcu-

lable amounts of suffering, and even elimi-

nate terrifying pandemics. Scientists have 

spent decades trying to concoct such a “uni-

versal” flu vaccine and, at times, they seem 

to have made solid headway. But it remains 

an “alchemist’s dream,” as one virologist de-

clared last month at a gathering on the topic 

organized by the Human Vaccines Project, a 

nonprofit based in New York City.

New funding has boosted the re-

search: $160 million next year from the 

National Institute of Allergy and Infec-

tious Diseases (NIAID) in Bethesda, 

Maryland, up from $60 million 2 years 

ago. But the quest is an exercise in hu-

mility, leading flu researchers said at 

the meeting. “Every year we learn that 

we know less and less about this vi-

rus,” says Martin Friede, a biochemist 

who coordinates the Initiative for Vac-

cine Research at the World Health Or-

ganization in Geneva, Switzerland.

Each year, vaccinemakers concoct a 

new preparation that contains harmless 

versions of flu strains in circulation the 

previous year. These seasonal vaccines 

have a mediocre efficacy of 20% to 60%, 

in part because the vaccine is often a poor 

match for the virus people actually contract 

(Science, 22 September 2017, p. 1222). Other, 

less obvious factors highlighted at the meet-

ing also influence the response to the sea-

sonal vaccine, including the immune system’s 

memory of past exposure to viral variants.

In theory, a universal flu vaccine would 

work if it contained parts of the virus that 

remained the same from year to year and 

do not vary between strains—so-called con-

served epitopes. But no one has yet found 

the viral pieces capable of stimulating an 

immune response that stops most flu vi-

ruses afflicting humans. 

Seasonal vaccines aim to trigger the im-

mune system’s B cells to produce antibodies 

against the top part of hemagglutinin, one of 

two main proteins on the surface of influenza 

viruses. Several candidate universal vaccines 

focus instead on the “stem” of the mushroom-

shaped protein because it has many epitopes 

that differ little between viral subtypes. So far, 

vaccines that feature this portion have under-

whelmed researchers. “Stem antibodies as a 

class are not very potent,” says James Crowe, 

an immunologist at Vanderbilt University 

here who helped organize the meeting.

A handful of other universal flu vac-

cines are now in early human trials. Each 

one exploits conserved regions of the virus 

to maximize breadth, and some attempt to 

increase potency with immune stimulants 

called adjuvants or other strategies.

David Morens, a pediatrician at NIAID, 

noted that many studies have found that 

antibody levels to the virus’s second surface 

protein, neuraminidase, better correlate with 

protection from disease. Improving seasonal 

vaccines by selecting those that best trigger 

neuraminidase antibody production is “po-

tentially low-hanging fruit,” Morens says. The 

same strategy could also  improve the effec-

tiveness of potential universal vaccines.

Designers of a universal flu vaccine face 

another quandary, speakers at the meet-

ing noted: an immune phenomenon called 

imprinting. The first influenza virus or flu 

vaccine children experience has a profound 

impact on the breadth and potency of their 

immune responses to later infections with 

different flu strains. For example, the infa-

mous 1918 influenza pandemic, which likely 

killed more than 100 million people, was 

caused by a virus subtype known as H1N1. 

(“H” is for hemagglutinin and “N” is for 

neuraminidase.) Oddly, the death rate was 

much higher than normal among young 

adults, who are ordinarily the least likely to 

die from influenza. Studies found this was 

because exposure to H1N1 triggered strong 

antibody responses to a virus of a different 

subtype—likely H3N8—which they had seen 

as children a few decades before. “Tickle [the 

memory B cells] a little bit and they explode,” 

says Scott Hensley, a molecular biologist at 

the University of Pennsylvania’s Perelman 

School of Medicine. “And they dominate sub-

sequent immune responses,” causing the re-

sponse to a new virus to miss its mark.

To learn more about “original antigenic 

sin,” NIAID is evaluating proposals for a 

study that would follow infants for up to 

7 years to track how their initial influenza 

exposure impacts later immune re-

sponses. In the meantime, Hensley 

suggests the first flu vaccine children 

receive be packed with many versions 

of common human subtypes, a pos-

sible step toward a universal vaccine 

because it should offer broader pro-

tection than seasonal ones.

Meeting presenters also described 

how computer programs can help 

guide vaccine design. Ted Ross of the 

University of Georgia in Athens ex-

plained that his group scans the DNA 

encoding hemagglutinin’s head for 

conserved sequences that they can 

then combine into a universal vac-

cine. Crowe’s lab starts with antibodies 

instead. They use a supercomputing 

technique to analyze the shape of bil-

lions of antibodies and select ones calculated 

to have the broadest reach; ultimately, they 

hope to reverse engineer proteins that, used 

in a vaccine, would trigger these antibodies.

Lisa Wagar, an immunologist at Stanford 

University in Palo Alto, California, has cre-

ated a new testbed for vaccine researchers. 

Instead of monitoring the immune response 

in blood, she simulates the first immune de-

fenses an invading virus meets in the respi-

ratory tract. She has used tonsils, which are 

rich in mucosal tissue, taken from children 

to grow tonsil-like “organoids” that can help 

evaluate experimental influenza vaccines.

At the gathering’s closing, Wayne Koff, 

who heads the Human Vaccines Project, 

said it was “sobering” that if a universal 

flu vaccine meeting had been held in the 

1960s it would have discussed the same ob-

stacles. “We are really at the beginning of 

the dance,” Koff said. j

Universal flu vaccines must outwit ever-changing influenza surface 

proteins, hemagglutinin (orange) and neuraminidase (green).

By Jon Cohen, in Nashville

BIOMEDICINE 

Universal flu vaccine is ‘an alchemist’s dream’
The rapidly changing virus and a complex immune response stymie vaccine developers 
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O
ver the past decade, the 40 research-
ers at the Natural History Museum 
of Denmark in Copenhagen have 
published more than 100 papers 
in Nature and Science, putting it 
among the world’s top research mu-

seums. But budget pressures are forcing 
a reorganization that will split museum 
research from curation and outreach. The 
museum’s scientists are dismayed, and 
several prominent group leaders say they 
may leave. 

Previously, the museum was its own 
department within the University of Co-
penhagen. But last month, the university 
announced that, as of 1 January 2019, the 
museum will be demoted to a unit within 
the biology department. Roughly half of the 
40 researchers will remain part of that unit; 
they will give up some of their research to 

focus on curation and outreach. The other 
half will become full faculty within the 
biology department—including the geo-
logists and astrophysicists. These scientists 
will lose their museum affiliation, and ex-
change their curatorial roles for increased 
teaching duties.

Divorcing the scientists’ dual roles will 
curtail the fruitful cross-pollination of cu-
ration and research, says Carsten Rahbek, 
who heads the museum’s Center for Macro-
ecology, Evolution and Climate and who is 
slated to become a biology professor. (The 
center will move with him.) “The curation 
is driven by the research,” he says. “It’s not 
like a library where you go borrow a book 
and then go do cutting-edge research. If you 
don’t have a say in how [the collection] de-
velops, in 2 or 3 years you won’t be able to 
use it anymore.” 

The museum grew out of a 2001 merger 
of the university’s Botanical Garden, Bo-

tanical Museum and Library, Geological 
Museum, and Zoological Museum. The vi-
sion, says Eske Willerslev, who studies an-
cient DNA and heads the museum’s Centre 
for GeoGenetics, was to “create a promi-
nent place where citizens could [find] the 
best researchers and look over their shoul-
ders.” Research collaborations have since 
led to major discoveries about human mi-
grations and the effects of climate change 
on biodiversity. Just last month, a team led 
by a museum glaciologist announced in 
Science Advances the discovery of a giant 
impact crater under Greenland’s ice sheet 
(Science, 16 November, p. 738).

But the museum is under financial pres-
sure. Although it will begin construction 
next year on a 950 million Danish kroner 
($144 million) building to house state-of-
the-art exhibits, the museum has run bud-
get deficits in recent years. Last week, it laid 
off 17 people, including some research staff. 
Moving some of the researchers out of the 
museum and into the biology department—
and boosting their teaching loads—will help 
shore up finances, says Museum Director 
Peter Kjærgaard. 

Kjærgaard says focusing the museum’s 
resources on curation and outreach will 
make its collections more widely available 
for researchers, the public, companies and 
nonprofits. John Renner Hansen, dean of 
the university’s Faculty of Science, says re-
searchers who want to maintain their mu-
seum affiliation will have to do significant 
curation and outreach work. But he argues 
that current collaborations can continue. 
Labs and offices won’t move at all. “There 
are no physical changes, just a change of or-
ganization,” he says. 

But the formal separation of the re-
searchers from the museum is damag-
ing, even if it is not physical, says Minik 
Rosing, a museum geochemist who is also 
slated to join the biology department fac-
ulty. “It’s a redefinition of what a museum 
is, and what it means,” he says. Rosing, 
Rahbek, and Willerslev all say they may 
leave the university if the plans go forward. 
“We would prefer to stay and support the 
museum, but if its mission changes so 
completely, we will have to go elsewhere,” 
Rosing says.

The separation is not only bad for the 
researchers; public outreach will also suf-
fer, predicts Évelyne Heyer, who heads the 
department of eco-anthropology at the Na-
tional Museum of Natural History in Paris. 
“It’s not enough to present the collections,” 
she says. “You have to teach the people what 
the collection can do.” j

Demotion dismays researchers 
at storied Danish museum
Merger with biology department could undermine research

NATURAL HISTORY

A meteorite in a museum’s courtyard helped inspire 

the discovery of a giant impact crater in Greenland.

By Gretchen Vogel
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By Meredith Wadman, in Ann Arbor, Michigan

TAKING AIM

FEATURES

After her own violent childhood, emergency physician Rebecca Cunningham 
is jump-starting research to prevent gun deaths in kids
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R
ebecca Cunningham has only one 

kind of memory from her early 

childhood: violence. Her father 

shattered mirrors, tore up the 

house, and beat and threatened 

to kill her mother. Cunningham, 

then less than 5 years old, remem-

bers her older sister trying to pro-

tect her.

“When my father would start in with 

my mother, my sister would cover my eyes 

and try to hide with me behind the couch,” 

recalls Cunningham, now a 48-year-old 

emergency physician and researcher at the 

University of Michigan (UM) here. “The po-

lice were in and out of the house a lot. If 

there had been a gun in my home in those 

years, my mother certainly would have 

been killed.”

One day Cunningham’s father, a lawyer, 

called her mother threatening to kill her. Her 

mother changed the locks on their New Jer-

sey house. She sent Cunningham’s two older 

siblings to live with a safely distant foster 

family. And she bought a handgun.

Did that pistol make Cunningham and 

her mother safer? Public health experts can’t 

answer that question: A 2003 study that ex-

amined whether abused women living apart 

from their abusers are safer with a gun was 

inconclusive. No study since has delved into 

the issue.

It’s one of myriad questions about fire-

arms and violence that remain unanswered, 

largely because of a dearth of funding to 

explore them. Guns are the second-leading 

cause of death of children and teens in the 

United States, after motor vehicle crashes 

(see graphic, right). In 2016, the most re-

cent year for which data are available, they 

killed nearly 3150 people aged 1 to 19, ac-

cording to data from the Centers for Disease 

Control and Prevention (CDC) in Atlanta. 

Cancer killed about 1850. But this year, 

the National Institutes of Health (NIH) in 

Bethesda, Maryland, spent $486 million re-

searching pediatric cancer and $4.4 million 

studying children and guns, according to its 

RePORTER  database.

That’s because gun violence research has 

been operating under a chill for more than 

2 decades. In 1996, Congress crafted an 

amendment, named for its author,  then–

Arkansas Representative Jay Dickey (R), pre-

venting CDC—the government’s lead injury 

prevention agency—from spending money 

“to advocate or promote gun control.”

That law was widely interpreted as ban-

ning any CDC studies that probe firearm 

violence or how to prevent it. The agency’s 

gun injury research funding was quickly 

zeroed out, and other health agencies grew 

wary. The few dozen firearm researchers 

who persisted were forced to rely on mod-

est amounts from other agencies or private 

funders (see table, p. 1098) to tackle a mas-

sive problem. 

Now, there may be early signs of a thaw. 

In March, in the wake of the mass shoot-

ing at a Parkland, Florida, high school, Con-

gress wrote that CDC is free to probe the 

causes of gun violence, despite the Dickey 

amendment. (The agency has not done so, 

citing a lack of money.) And annual firearm-

related funding from NIH, according to a 

search of its RePORTER database, roughly 

tripled after a 2013 presidential directive 

that was issued in the wake of the mass 

shooting at Sandy Hook Elementary School 

in Newtown, Connecticut. Just as impor-

tantly, the agency began to flag firearm vio-

lence in some of its calls for research.

That’s why Cunningham is now in charge 

of the largest firearm research grant that 

NIH has awarded in at least 30 years. With 

$4.9 million from NIH’s Eunice Kennedy 

Shriver National Institute of Child Health 

and Human Development (NICHD),  she is 

co-directing a 5-year project to build capac-

ity for researching firearm injuries in chil-

dren. Cunningham and UM public health 

expert Marc Zimmerman are leading 27 sci-

entists at a dozen institutions in work they 

hope will carry the field forward for years 

after this funding ends in 2022.

The grant is not designed to answer 

one particular question. Rather, the goal 

is to lay out what questions need answer-

ing first. The researchers are building a 

user-friendly archive of existing data and 

launching pilot studies. And they are train-

ing the young scientists who they hope will 

come after them.

Cunningham’s grant “is unique” in U.S.-

funded gun violence research, and not just 

for its size, says Garen Wintemute, a gun vio-

lence researcher at the University of Califor-

nia, Davis, who co-authored one paper with 

Cunningham but is not part of this grant. “In 

the last 20 years this is the first time that an 

award has been made not just to do a project, 

but to set up an infrastructure that would al-

low a lot of projects to be done.”

Although gun rights groups continue to 

insist that public health scientists steer clear 

of gun violence, some researchers are feel-

ing empowered to push back. Last week, 

surgeons writing in JAMA Surgery called 

on CDC to restart its own gun violence re-

search. And last month, the National Rifle 

Association (NRA) in Fairax, Virginia, pro-

voked a firestorm when it tweeted that “self-

important anti-gun doctors” should “stay 

in their lane.” Hundreds of emergency de-

partment doctors tweeted back, many in-

cluding photographs of their scrubs, hands, 

and shoes bloodied from treating gunshot 

victims. More than 40,000 health care pro-

fessionals, including Cunningham, signed 

an open letter to NRA complaining that the 

group has hobbled gun violence research, de-

claring, “This is our lane!”

All the same, there’s still little public 

money for gun research. And given the po-

larizing politics, Cunningham’s team must 

walk a fine line: probing gun violence 

without being seen as advocating gun con-

trol. But she’s betting that this is the begin-

Fatalities of 1–18-year-olds (2006–2016)

14,231
Homicide

7003
Suicide

1160
Accidents

330
Undetermined

62.6% 30.8% 5.1%

Motor vehicle crashes
41,216

Firearm-related deaths
22,724

SuHocation
12,091

Congenital 
abnormalities
10,809

Cancer
19,125

Drowning
10,020

A heavy toll  
Firearms are the second-leading cause of death in children in the United States, after motor vehicle crashes. 

In the decade ending in 2016, more children died from gun injuries than from cancer. 
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ning of the end of the funding chill. Her 

forward-looking NIH award “is more than 

another grant,” she says. “[It’s] the end of 

the silencing of a generation of scientists.”

WEARING A WHITE COAT and with the requi-

site stethoscope draped around her neck, 

Cunningham recently showed visitors 

around a trauma bay stuffed with monitors, 

tubing, and tanks at UM’s University Hos-

pital, which serves Ann Arbor and its rural 

surroundings. She works in the emergency 

department here several times a month. (She 

is also associate vice president for health 

sciences research at UM, and the fourth-

leading NIH grantee among U.S. emergency 

room doctors.)

The young trauma patients Cunningham 

sees here underscore the need for research 

on guns and children. “The teen suicide sur-

vivors that I remember most clearly are kids 

or young adults who have blown off the front 

of their face,” Cunningham says. “Those are 

some of the worst trauma patients I have 

seen because they are awake and utterly mis-

erable. And they are going to have just dev-

astating injuries.”

After working her way through college 

and medical school, Cunningham did her 

medical residency at UM in the late 1990s. 

She spent months staffing an emergency 

department 80 kilometers north in Flint, 

Michigan, an impoverished city where she 

saw a different kind of gun violence. After 

street shootings, she saw victims “shot in 

the leg, shot in the arm, shot in the belly, 

shot in the chest … often multiple gunshot 

wound victims in one night. More than 

once, the teen was the second in the fam-

ily to be killed. I cared for young children 

caught in crossfire walking to school.”

She was often pregnant with one of her 

three daughters when she had to sit down 

with a mother to tell her that her child had 

been shot and killed. It was, she says, “com-

pletely senseless.”

After her residency, Cunningham began 

2 decades of research studying the impacts 

of violence on youth, but for many years she 

saw no way to study gun violence in par-

ticular. “No mentor of mine would touch it.”

In 2010, Cunningham finally published 

a paper with guns in the title—a survey of 

handgun access in teens visiting the emer-

gency department in Flint. Four years later, 

she came across a bigger opportunity.

In August 2014, NIH’s child health insti-

tute sent out a broad call for team propos-

als to build research capacity for preventing 

any prominent cause of childhood injury. As 

Cunningham read the announcement, one 

sentence leapt off the page: “Increasingly, 

attention is being paid to firearm-related in-

jury as a serious public health concern.”

She contacted NICHD to make sure she 

had not misread its intent. She was told she 

had not. She and Zimmerman’s first proposal 

was sent back for revisions. But on a second 

try, it received a perfect score from an NIH 

review panel. 

One week later, Donald Trump was elected 

president. Given that NRA had funneled 

$30 million to Trump’s campaign, NIH 

officials privately fretted about gun re-

search. “The election makes everything 

more complicated,” one administrator 

emailed to another (Science, 20 October 

2017, p. 286). But in September 2017, the 

grant money arrived, and Cunningham’s 

team went to work, calling itself the Fire-

arm Safety Among Children and Teens 

(FACTS) Consortium.

Four months later, a 19-year-old former 

student gunned down 17 students and 

staff at Marjorie Stoneman Douglas High 

School in Parkland. “My inbox was flooded 

with researchers wanting to join FACTS—

even to volunteer,” Cunningham says. 

“The idea that the topic is too political to 

study is passing with the urgency created 

after Parkland.”

CUNNINGHAM’S OWN sense of urgency pre-

dates any news event. “My interest in gun 

violence prevention has … roots [in] lived 

experience,” she says. After his wife kicked 

him out in the mid-1970s, Cunningham’s fa-

ther continued to stalk her and 5-year-old 

Cunningham, banging on the front door 

and breaking windows. To escape him, her 

mother began a series of moves to low-rent 

apartments in other towns. They relied on 

food stamps while Cunningham attended 

four schools in 3 years. 

“We were terrified,” Cunningham says. “I 

was scared my mother would be killed. She 

was scared she would be killed. My father 

told her not infrequently that he had a gun 

and would find her.” The fear only lifted 

years later, after her father died.

Cunningham says her early experience 

helps her “understand that people some-

times buy guns when they think the law 

cannot protect them.”

In late October, Cunningham convened 

the first in-person meeting of the FACTS 

team in a daylong event in a UM conference 

room. The roughly two dozen researchers 

and handful of trainees present included 

many of the public health scientists actively 

doing firearm research today: grizzled 

epidemiologists who are still standing af-

ter the 22-year funding drought; surgeons-

in-training; data mavens; and clinical 

psychologists such as Rinad Beidas, an as-

sociate professor at the University of Penn-

sylvania who has been studying whether 

and how counseling parents on gun safety 

could be incorporated into routine pediat-

ric visits.

“The overarching purpose here is how 

to rebuild the field,” Cunningham told 

the meeting as it opened. “We want more 

firearm researchers at the end of this who 

know what they are doing.”

Their animating principle is that gun 

violence, like any other public health bane, 

can be tackled scientifically, divorced from 

any political agenda. “There is a science to 

injury prevention,” Cunningham says. She 

and others note that decades of studies on 

motor vehicle safety led to evidence-based 

policies such as car seat and seat belt laws, 

which have dramatically reduced childhood 

motor vehicle fatalities even though many 

more cars are on the road. 

In the case of firearms, Cunningham 

says, “the person, the gun, the home 

environment—all are modifiable in some 

way or another. We have not even started to 

try to address the ways that make the com-

bination safer.”

The scientists discussed 10 candidate pi-

lot projects over 5 hours; Cunningham and 

Zimmerman will soon decide which will 

move forward.

One project proposes to enlist focus 

groups of gun owners to craft effective 

safe storage messages, aiming to curb teen 

suicide in Michigan’s Upper Peninsula. In 

such rural areas, the rate of suicide by gun 

is almost twice that in urban areas of the 

United States. Another proposed study, 

a survey, would separately ask teens and 

their gun-owning parents how accessible 

the household’s guns are, to reality check 

parents’ views.

A third proposal makes the chilling as-

sumption that it won’t be long until the 

next mass school shooting. In its aftermath, 

Megan Ranney, an emergency physician 

at Brown University, would study young 

people’s use of social media to characterize 

post-traumatic stress and anxiety, as well 

FUNDING SOURCE

TOTAL FUNDING 

(1996–2018)

U.S. National Institutes of Health $58 million

U.S. Department of Justice $39 million

State of California $6 million

Joyce Foundation $24 million

California Wellness Foundation $10 million

Laura and John 

Arnold Foundation

$20 million 
pledged (2018)

A generation of scarcity 
During the past 22 years, public funding for 
gun violence research has been modest. Private 
funders have tried to compensate. 

D
A

T
A

: 
F

O
IA

/
N

IH
; 

N
IH

 R
E

P
O

R
T

E
R

 D
A

T
A

B
A

S
E

Published by AAAS

on D
ecem

ber 6, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


7 DECEMBER 2018 • VOL 362 ISSUE 6419    1099SCIENCE   sciencemag.org

as resilience. Fewer than 1% of gun deaths 

in children and teens occur in schools. But 

Ranney believes school shootings may have  

much broader mental health impacts.

Cunningham, who radiates both affabil-

ity and the decisiveness of a seasoned emer-

gency physician, ran the meeting as part 

pep talk, part crash assignment. She shut 

down digressions and poured on doses of 

budget reality when suggestions got too am-

bitious. “This is not a democracy, as I tell 

my children,” she reminded the group.

Given the constraints imposed by the 

congressional amendment, Cunningham 

and her team are at pains to emphasize 

that they are not coming after anybody’s 

guns. The official NIH project description 

promises to respect “gun ownership as an 

important part of the cultural fabric of 

U.S. society.”

Cunningham is blunt: “Our goals are not 

political. We are not aiming to decrease 

total gun numbers. We respect Second 

Amendment rights.”

The team has signed up gun-owning 

stakeholders to advise them. These include 

groups like Gun Owners for Responsible 

Ownership, based in Lake Grove, Oregon, 

and individuals like James Berlin, police 

chief and former SWAT team leader in the 

Detroit suburb of Roseville, Michigan.

Berlin, in a phone interview, said he has 

turned down other research groups over 

the years because “it seemed like they were 

trying to find facts that fit their foregone 

conclusions.” Cunningham’s team struck 

him differently. “They are actually trying to 

get the answers” on pediatric gun deaths, 

he says, “so it doesn’t happen in the future.” 

He adds of Cunningham: “She made me feel 

like my opinion mattered.”

But hard-line gun rights groups have re-

fused to work with the team. Only “the most 

tame” groups have signed on, David Hemen-

way, a veteran injury prevention researcher 

at Harvard University’s T.H. Chan School of 

Public Health in Boston, said at the meeting.

“It’s year one,” Cunningham replied. 

“There’s more time for more voices.” But 

she acknowledged that local and na-

tional NRA chapters had failed to return 

her team’s repeated phone messages and 

emails. (NRA also did not respond to 

Science’s repeated requests for comment for 

this article.) The National Shooting Sports 

Foundation in Newtown, the gun industry’s 

trade association, declined to sign on be-

cause of “concern about the ‘public health’ 

focus,” Bill Brassard, the group’s senior 

communications director, wrote in refusing 

Cunningham’s request.

In a statement provided to Science last 

month, Brassard added, “Though we do 

not oppose research per se, too often ‘re-

search’ from some in the public health field 

is biased and designed to advance a pre-

determined antigun policy outcome. … Gun-

related violence is largely a criminal justice 

matter and not a public health issue.”

FOR A WOMAN WHO began life at more risk 

than most for gun violence, Cunningham 

has landed well. She divorced—because 

“marriages are miracles”—then remarried 

and now co-commands a blended fam-

ily of five teenagers. She lives on the out-

skirts of Ann Arbor, on a forested lot with 

a chicken coop overseen by her daughters. 

Her 77-year-old mother, who is also happily 

remarried, lives nearby. She still has the 

gun, stored away, unloaded.

Like many U.S. parents, Cunningham 

finds her own children affected by gun 

violence. “My kids come home after those 

shootings and they are terrified in school.”

But despite powerful public reaction to 

school shootings, some experts are not as 

sanguine about the future of gun research 

as Cunningham. “I don’t see this as a turn-

ing point,” says David Studdert, a health 

policy expert at Stanford Law School in Palo 

Alto, California, who’s not part of the FACTS 

project. And pediatrician Fred Rivara, a 

FACTS team member and veteran firearm 

researcher at the University of Washington 

in Seattle, worries about future funding for 

his young trainees.

However, Wintemute, who has studied gun 

violence for 30 years, thinks this may be a 

watershed moment. He notes Cunningham’s 

grant and other new money—his group re-

cently received a $5 million award from the 

state of California—plus the groundswell of 

physician activity on Twitter. “It’s entirely 

possible that this is the beginning of a new 

mobilization,” he says.

Cunningham is confident that the prob-

lem of gun violence can be solved with 

science—and with participation from all 

sides. So, she keeps searching for common 

ground. “We are not having any conversa-

tions here that are an ‘us and them’ narra-

tive,” she told scientists at the meeting. “We 

are about reducing kids dying.” jP
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Family and friends commemorate DrayQuan Jones, 16, who was shot and killed this spring in Flint, Michigan. Guns disproportionately kill African-American children.
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A 
few years ago, scientists funded 

by the Wellcome Trust, one of the 

world’s wealthiest private philan-

thropies, published sobering find-

ings about the deadly effects of 

air pollution. In a long-term study 

of elderly residents of Hong Kong, 

China, those exposed to higher 

levels of smog—especially tiny 

particles of soot produced by burning fossil 

fuels—were more likely to die of cancer than 

people who breathed cleaner air.

The study, published in Cancer Epidemio-

logy, Biomarkers & Prevention in 2016 by 

researchers from the University of Hong 

Kong and the University of Birmingham in 

the United Kingdom, is one of many to high-

light the health threats posed by soot. And 

it is just one product of the extensive invest-

ments that Wellcome, with $29.3 billion in 

assets, has made in environmental science. 

“We aim to stimulate research excellence 

and develop global collaborations to drive 

change,” the London-based philanthropy 

explains on a web page that highlights its 

commitment to making “cities healthy and 

environmentally sustainable.”

The trust does not highlight, however, 

that some of the more than $1.2 billion it has 

handed out annually in recent years comes 

from investments in companies that contrib-

ute to the same problems the philanthropy 

wants to solve. Not long before the Hong 

Kong study was published, for example, the 

trust became an investor in Varo Energy, a 

company based in Cham, Switzerland, that 

sells fuel to shipping firms. One of Varo’s 

main products is bunker fuel for marine en-

gines: a cheap, sulfurous residue of oil refin-

ing that is a major source of soot pollution. 

Particulates billowing from ship stacks con-

tribute to the premature deaths of 250,000 

people annually, researchers estimate.

Wellcome didn’t invest directly in Varo. 

But according to a trove of confidential 

documents known as the Paradise Papers, 

many of them leaked from a law firm that 

helped manage such deals, Wellcome com-

mitted $50 million to an offshore invest-

ment fund, Carlyle International Energy 

Partners, based in the Cayman Islands. 

That fund, in turn, owns a stake in the en-

ergy firm. (Wellcome declined to give de-

tails on its offshore holdings.)

Large investors commonly use offshore 

funds to maximize returns, in part by re-

ducing the taxes investors would other-

wise pay to their home nations. Though 

offshore investments can be legal, they are 

controversial—partly because the funds’ 

activities are nearly always tightly held se-

crets. And Wellcome’s investment in bunker 

fuel illustrates a common contradiction 

facing some major scientific grantmakers 

Major private research funders make secretive 
offshore investments, raising ethical concerns

AT ARM’S LENGTH

By Charles Piller
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involved in offshore investing. Specifically, 

offshore investments can have impacts that 

diminish or negate the high-minded social 

experiments, education, and research backed 

by science funders, according to a Science in-

vestigation. And their routine use of offshore 

funds raises questions about transparency, 

accountability, and social responsibility.

Critics of offshore investing also say that 

foundations, by lending their sterling repu-

tations to offshore strategies, are helping 

legitimize tactics that others widely use to 

bend or break the law—including inves-

tors eager to conceal lawful but extreme tax 

avoidance as well as criminals seeking to 

hide illicit profits and launder money. Such 

practices deprive governments around the 

world of revenue, the critics note, worsen-

ing economic inequality and undermining 

efforts to repair crumbling infrastructure.

The secrecy surrounding offshore funds 

complicates efforts to document exactly 

how much money major research charities 

have moved into such vehicles—or where 

the cash ends up. Science gained some in-

sight by reviewing publicly available tax 

returns and financial statements and by 

searching the roughly 13.4 million leaked 

documents in the Paradise Papers, more 

than half of which came from Ap-

pleby, a global law firm founded in 

Hamilton, Bermuda, and one of the 

world’s leading offshore dealmak-

ers. (The papers were shared with 

Science by the International Con-

sortium of Investigative Journalists 

in Washington, D.C., which ac-

quired them from the Sü ddeutsche 

Zeitung newspaper in Munich, Germany.)

Science examined seven of the largest 

private research funders and found that, ac-

cording to conservative estimates, they have 

in recent years placed and committed more 

than $5 billion to funds in offshore tax and 

secrecy havens. Missing data and a lack of 

precision in many documents, however, 

suggest the philanthropies’ investments are 

larger (see table, p. 1102). Among the investi-

gation’s findings:

• Wellcome committed more than 

$926 million of its holdings to at least 

57 tax haven funds, documents from 

the Paradise Papers indicate. Other 

offshore investments were shown in the 

foundation’s tax returns. (Totals could 

not be determined but in 2007, Well-

come’s offshore holdings were so exten-

sive that Appleby ranked the foundation 

as its 14th largest client.) In a statement 

to Science, Wellcome officials declined 

to discuss the size or placement of its as-

sets in offshore accounts, saying they 

“do not collect or keep” data relating 

to tax domicile.

• The Howard Hughes Medical Institute 

in Chevy Chase, Maryland, which 

has $20.4 billion in assets, holds at least 

$891 million in offshore funds, from 

which it earned $123 million in the year 

ending 31 August 2017, according to 

public documents. It declined to discuss 

its investments.

• The Robert Wood Johnson Foundation 

in Princeton, New Jersey, which has 

$10.8 billion in assets, has placed at least 

$3 billion in offshore havens. Founda-

tion officials discussed their investing 

practices with Science.

• The Bill & Melinda Gates Foundation in 

Seattle, Washington, has no apparent in-

 volvement in offshore funds, according to 

the Paradise Papers and public documents.

• Three other private research funders—

the David and Lucile Packard Foundation, 

the Gordon and Betty Moore Foundation, 

and the William and Flora Hewlett 

Foundation, all based in Silicon Valley in 

California—have made offshore invest-

ments of up to $168 million each, accord-

ing to the Paradise Papers and public 

documents. In written statements, the 

foundations said they comply with tax 

laws but declined to comment otherwise.

Foundation officials and philanthropy ex-

perts say offshore investment can play an 

important role in enabling those charities 

to meet their fiduciary responsibility to nur-

ture their endowments. But the practice also 

opens the foundations to intense criticism. 

“Foundations that invest in tax havens need 

to know that … they are alongside criminals, 

tax evaders, and kleptocrats,” says Gabriel 

Zucman, a University of California, Berkeley, 

economist who has studied offshore invest-

ing. Such foundations are helping “normalize 

these practices and blow up the volume, so 

the infrastructure exists also for the illegal 

uses,” says Annette Alstadsæter, an economist 

at the Norwegian University of Life Sciences 

in Oslo. “They are robbing the taxpayers,” 

says economist and Nobel laureate Joseph 

Stiglitz of Columbia University, and “are 

giving life to an institutional arrangement 

which is basically nefarious and bad for our 

global society.”

FOR AT LEAST A CENTURY, wealthy individu-

als and institutions have moved money 

outside their home nations—for example, 

by parking it in the anonymous numbered 

accounts made famous by Swiss banks. In 

recent decades, however, the popularity and 

complexity of offshore investing has grown 

dramatically. Some small nations and 

territories—including the Cayman Islands, 

Bermuda, and Malta—have aggressively 

moved to become offshore havens by prom-

ising secrecy, light regulation, and low or no 

taxes on profits.

As of 2014, at least 8% of the world’s 

financial wealth—some $7.6 trillion—was 

invested in funds based in offshore havens, 

estimates Zucman, who wrote a seminal 

2015 book on the topic. Offshore funds 

enabled companies to legally avoid paying 

$130 billion in U.S. taxes each year, he es-

timates. And illegal tax evasion involving 

offshore funds subtracted an additional 

$35 billion annually.

In the past, many philanthropies—which 

national governments ordinarily exempt 

from most taxes because they are seen as 

providing a public service—would have 

viewed tax avoidance as shameful, says 

Brooke Harrington, an economist at Copen-

hagen Business School. But no more. In the 

United States, for example, many founda-

tion officers regard minimizing taxes “al-

most as a necessity,” she says. “If 

you don’t do that, you’re not fulfill-

ing your responsibility to donors. 

Kind of the way corporate directors 

will say: ‘It’s our duty to maximize 

shareholder value, and that in-

cludes reducing our tax payments 

to as close to zero as possible.’”

But some foundation officials 

tell Science that, because their tax burdens 

are already low, other factors are more im-

portant to their decisions to invest offshore. 

For example, fund managers increase prof-

its for themselves and their clients by avoid-

ing costly regulatory red tape, says Edmond 

Ghisu, chief investment counsel at Robert 

Wood Johnson. Offshore havens often have 

minimal requirements on “how many re-

cords [funds] need to have” and “how open 

their books and records need to be to in-

vestors,” he says. The Cayman Islands, for 

example, “has risen to the top” in popular-

ity among money managers because it has 

scant reporting requirements, Ghisu says.

Offshore funds can also open doors to a 

wider array of investment options and top 

advisers, who often run the funds from of-

fices in financial centers such as New York 

City or London. Ghisu, for instance, says his 

foundation looks first for “the best manag-

ers, to maximize our returns so that we have 

resources that we can deploy in support of 

our mission.” Wellcome takes a similar po-

sition. “Many of the best-performing funds 

have offshore domiciles,” it wrote in a state-

“Shouldn’t we be more than a private 
investment company that uses its excess 
cash flow for good?”
Dana Bezerra, Heron Foundation
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ment. “Our successful long-term investment 

strategy,” it added, “is based on exposure to 

a globally diversified range of asset classes.”

Normally, fund managers, not the foun-

dations, choose investments. But some 

foundations bar certain investments that 

they believe would pose conflicts of interest. 

Robert Wood Johnson, for instance, says it 

has no involvement in firearms, alcohol, or 

tobacco. “For us to invest in, say, a tobacco 

company, would be so antithetical to what 

we want to do that it would be a travesty,” 

says Brian O’Neil, the foundation’s chief in-

vestment officer.

Yet Robert Wood Johnson’s offshore in-

vestments and managers have still gener-

ated controversy. Tax returns show that 

since at least 2014, the foundation has in-

vested heavily in Cayman Islands funds 

managed by GSO Capital Partners, a unit 

of the investment titan Blackstone Group, 

headquartered in New York City. The foun-

dation’s most recent filing showed 

about $50 million in those funds. 

GSO has drawn harsh criticism 

for how it handles credit default 

swaps—a once-exotic type of risk-

hedging security that became noto-

rious for contributing to the Great 

Recession. U.S. lawmakers and 

regulators have reined in the swaps, 

which are legal, but they remain less 

regulated elsewhere. “The hedge 

fund industry can’t do what it wants 

to do under the onshore regulations 

of the U.S. because it’s too risky,” 

Harrington says. “But the Caymans 

will let them do it.”

In particular, GSO has drawn 

scrutiny for swaps that involve dis-

tressed companies and a strategy in 

which GSO offers a troubled firm an 

incentive to intentionally default on a loan, 

triggering a process that enables GSO to re-

alize hefty profits. For years, such deals have 

attracted substantial media attention and 

lawsuits. A recent investigative story in the 

Financial Times said such practices made 

GSO the industry’s “biggest predator.” GSO 

told the paper it has acted legally and in a 

manner “consistent with the expectations of 

its sophisticated market participants.”

In April, the U.S. Commodity Futures 

Trading Commission took notice, decrying 

the kinds of actions taken by GSO as “ma-

nipulation” that “may severely damage the 

integrity” of the market. GSO then stepped 

away from a pending deal. At about the 

same time, Robert Wood Johnson officials 

raised their own concerns with GSO. O’Neil 

says the firm has “really backed off” from 

the controversial swaps.

Critics contend that offshore machina-

tions increase income inequality by reducing 

tax funds for public services while shifting 

the tax burden from companies and wealthy 

individuals to the middle class. And, as 

studies funded by Robert Wood Johnson it-

self have suggested, inequality can damage 

public health. For example, the foundation 

underwrote a landmark 2015 study showing 

extreme income inequality—rather than pov-

erty alone—is a key contributor to ill health 

and shorter life expectancy. The foundation 

has also funded grassroots campaigns to 

address such problems, including a public-

private partnership in Richmond, where 

residents suffer from some of the nation’s 

worst income inequality. But O’Neil rejects 

the suggestion that the foundation’s own in-

vestment practices contribute to inequality. 

“I don’t think you can take the harm that is 

caused by that and impute it to us.”

At Wellcome, where researching the ef-

fects of climate change has become one 

focus of giving, officials consider environ-

mental issues when making investment 

choices, the trust said in a statement to 

Science. But Wellcome declined to dis-

cuss how those concerns have shaped its 

offshore investments. And public records 

indicate environmental issues have not pre-

vented the foundation from taking hefty, 

ongoing, direct equity stakes in fossil fuel 

companies—including Royal Dutch Shell of 

The Hague, Netherlands, and Schlumberger 

of Houston, Texas—whose operations have 

drawn criticism from climate change, envi-

ronmental, and human rights advocates.

Wellcome has resisted calls to divest from 

the firms, saying the investments serve as le-

verage to influence corporate practices. “En-

gaging with these companies will strengthen 

their commitments toward reducing carbon 

emissions more effectively than divestment,” 

it argued. The foundation declined to de-

scribe how it engages with the companies or 

to what effect. But even if direct shareholders 

can wield influence through moral suasion 

or proxy votes, critics of offshore investing 

note that such engagement is rarely possible 

for investors in offshore energy funds, which 

are often structured to insulate owners from 

company actions.

Wellcome also notes that its invest-

ment profits—directly from Shell or indi-

rectly through Cayman Islands funds that 

invest in energy firms—fuel the trust’s 

good works, including projects that fight 

the impacts of global warming. But Dana 

Bezerra, a prominent advocate for ethi-

cal investing by charities and head of the 

Heron Foundation in New York City, ques-

tions that reasoning. “It’s a justice question,” 

she says. “I have yet to meet a community 

willing to trade off our ability to generate 

returns with their clean water and healthy 

soil, on the promise that we’ll be back to 

fix it with charitable dollars in the future.” 

(Heron, she says, screens its entire $307 mil-

lion investment portfolio to ensure 

that it supports—or at least does not 

counter—the foundation’s philan-

thropic goal to fight poverty.)

TO SOME CRITICS of offshore invest-

ing, its biggest downside is secrecy. 

The lack of transparency can make 

it difficult for donors, grant recipi-

ents, and the public to reach their 

own conclusions about whether an 

offshore investment poses a poten-

tial conflict.

Most offshore funds, for ex-

ample, carry vague names that of-

fer few hints about their purpose. 

For example, Howard Hughes 

holds $187 million in “Coastland 

Relative Value Fund Ltd.” and “Cer-

berus HH Partners LP” (managed 

by a company named after the mytho-

logical three-headed hound that prevents 

the damned from escaping through the 

gates of hell). Robert Wood Johnson has 

$143 million in another canine-inspired 

fund, “Hound Partners OS.” All three are 

based in the Caymans.

The funds rarely reveal to the public 

where they place investments—and normally 

also bar their investors from sharing that in-

formation. Both Wellcome and Robert Wood 

Johnson, for example, say confidentiality 

agreements with fund managers prohibit 

them from making such disclosures. Fund 

managers often want to avoid leaks of sensi-

tive information that could move markets or 

aid competitors.

Sometimes, even investors don’t know 

how offshore funds use their money. O’Neil 

says in his experience, there are “only a few 

funds that really don’t tell us anything.” But 

contracts revealed in the Paradise Papers 

When money flows offshore
The Paradise Papers and publicly available financial statements reveal 
some, but not all, offshore investments and commitments by 
seven private foundations that are major funders of scientific research. 

FOUNDATION
ENDOWMENT 
ASSETS*

KNOWN OFFSHORE 
INVESTMENTS

Bill & Melinda Gates Foundation $51.8 billion None

Wellcome Trust $29.3 billion $926 million 

Howard Hughes Medical Institute $20.4 billion $891 million

Robert Wood Johnson Foundation $10.8 billion $3+ billion

William and Flora Hewlett Foundation $9.9 billion $168 million

David and Lucille Packard Foundation $7.9 billion $140 million

Gordon and Betty Moore Foundation $6.9 billion $40 million

*Restricted and unrestricted net assets, as of most recent audited financial statements
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specify that investors often have no “liabil-

ity, obligation, or responsibility whatsoever” 

for how a fund operates or any obligation 

to verify that the fund has actually used its 

money for planned investments.

Such opacity is not appropriate for chari-

table institutions, established for social 

benefit, Bezerra says. “Not only should 

you [provide investment details], but you 

are compelled to because you are manag-

ing money in the public trust,” she says. 

“Shouldn’t we be more than a private in-

vestment company that uses its excess cash 

flow for good?”

TO REDUCE ETHICAL CONFLICTS, Stiglitz says 

policymakers should change charity gover-

nance rules to make it “a violation of fidu-

ciary responsibility to engage in something 

that might have reputation risk,” such as 

investing in an offshore tax haven with a 

“sleazy” repute.

Persuading policymakers to make such 

changes, however, is likely to be difficult, 

in part because foundations typically 

operate under a patchwork of national 

and local laws. Instead, some observ-

ers believe action will have to come from 

foundation board members and officials. 

One needed reform, Bezerra says, is to 

end—or at least curb—the “perverse in-

centive” that foundations create for their 

investment officers, who make many of the 

day-to-day decisions about how to grow 

or protect a charity’s endowment. Their 

compensation is often tightly tied to how 

well their investment portfolio performs. 

And good performance is handsomely re-

warded. In 2016, Wellcome’s Danny Truell 

(who retired last year) made $5.8 million 

and O’Neil made $1.8 million; last year, 

Landis Zimmerman of Howard Hughes 

made $3 million. Each was by far the high-

est paid employee of his foundation.

At Wellcome, the incentives are based 

on performance of the portfolio as a whole. 

Robert Wood Johnson ties compensation 

for O’Neil and others to both investment 

performance and “alignment of investment 

objectives with foundation’s mission and 

strategic objectives,” such as maximizing 

returns and ensuring that no funds are in-

vested in tobacco, alcohol, or firearms.

Requiring managers to place social, en-

vironmental, and philanthropic goals—not 

just investment returns—at the heart of 

their investment choices need not mean 

they will miss financial targets, Bezerra 

says. Last year, Heron’s holdings gained 

nearly 16%, according to the foundation. In 

comparison, at Robert Wood Johnson—the 

major science philanthropy most heavily 

concentrated in offshore funds—the portfo-

lio rose by about 13%.

Such policy changes would probably re-

quire approval from a foundation’s board 

of directors. In general, however, board 

members often prefer to focus on grant-

making and rarely become deeply involved 

in investment decisions, philanthropy 

experts say. At Wellcome, for instance, 

former board member Peter Smith says 

investment issues arose just a few times 

during his 10-year tenure, from 2005 to 

2014. In one case from 2013, he recalls, 

board members learned from media re-

ports that Wellcome had invested in a pay-

day lender accused of preying on the poor. 

The 13-member board ultimately directed 

trust staff to divest from the company, says 

Smith, an epidemiologist at the London 

School of Hygiene & Tropical Medicine.

“There is a tension,” Smith says, “between 

the philanthropic mission that the trust has 

as a charity and the way in which it invests 

to maximize the income … which [charity of-

ficials] say they have a duty to do.” But the 

tensions surrounding offshore investments 

never came up at any board meeting he at-

tended, he says. Smith didn’t pass judgment 

when asked whether the trust’s holdings in a 

bunker fuel merchant contradict the charity’s 

goals. But, “If there were things that were 

ethically dubious, then I would have expected 

it to be discussed at the board level,” he says.

James Gavin, a physician and diabetes 

expert at Healing Our Village, a health care 

company in Atlanta, who served as a trustee 

of Robert Wood Johnson a decade ago, says 

that if offshore investing undermines the 

foundation’s philanthropic goals, “that would 

be of extreme concern.” But he, too, doesn’t 

recall board discussions of the practice.

The increased scrutiny surrounding off-

shore investing, driven partly by the release 

of the Paradise Papers, is making it more 

likely that charities—including research 

funders—will have to grapple with the is-

sue, observers say. That’s a good thing, says 

Dana Lanza, who heads the Oakland, Cali-

fornia, nonprofit Confluence Philanthropy, 

which encourages foundations to align in-

vestment choices with their philanthropic 

mission. Foundations that invest heavily in 

offshore havens, she says, need to ask them-

selves a basic question: “Do you owe it to 

the world to be an ethical investor?” j

The methodology for this story is online at 

https://scim.ag/OffshoreMethodology. 

Jia You contributed reporting. The story 

was supported by the Science Fund for 

Investigative Reporting.

A cargo ship steams through the Bosphorus past Istanbul, Turkey. The Wellcome Trust invests through an offshore fund in a firm selling ship fuel, which is a major source of 

particulate air pollution. It also funds studies that highlight the dangers that particulate pollution poses to human health. 
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INSIGHTS

Books for budding scientists
From audacious space missions and quantum physics to clean cookstoves and 

coral nurseries, this year’s fi nalists for the AAAS/Subaru SB&F Prizes for Excel-

lence in Science Books dare to go where few children’s titles have gone before. 

Sponsored by Subaru of America and facilitated by the American Association for 

the Advancement of Science (AAAS, the publisher of Science), the competition 

celebrates high-quality children’s science books. Read on for reviews written by 

the staf  of the Science family of journals and a few friends. —Valerie Thompson

MIDDLE GRADES SCIENCE BOOK

Champion
Reviewed by Caroline Ash1

The American chestnut once grew straight, 

tall, and true in the forests of the United 

States. Then at the start of the 20th century, 

a fatal fungus blight disease nearly made this 

prized tree extinct. But thanks to the persis-

tence of American chestnut lovers and sci-

entists in China, Europe, and America, this 

iconic tree is on the way to restoration. In 

Champion, Sally Walker tells the story of how 

disaster was averted, revealing the technical 

details of the three-pronged rescue program. 

The first step was to cross-breed American 

AAAS/SUBARU SB&F PRIZES FOR EXCELLENCE IN SCIENCE BOOKS

trees with resistant varieties. The second ap-

proach was to inoculate vulnerable trees with 

weakened blight fungus to stimulate their 

immunity. Last, genetically modified saplings 

bearing a gene for an enzyme that reduces 

levels of toxic oxalic acid produced by the 

blight were developed. 

Descriptions of the technical details en-

tailed at each step are very clearly explained 

throughout the text, without shying away 

from complexity. The story of how the re-

search unfolded is told through the voices 

of the dedicated scientists involved. Clearly, 

the establishment of the breeding programs 

were long labors of love, spanning decades; 

a little more of this passion could have been 

transmitted in the text. Still, there is a lot of 

inspiring biology to be learned from this case 

study. All in all, this is a great story for more 

sophisticated junior biologists.

Champion: The Comeback Tale of the American 

Chestnut Tree, Sally M. Walker, Henry Holt and 

Co., 2018, 144 pp.

My First Book of 
Quantum Physics 
Reviewed by Jelena Stajic2

Quantum physics has an image problem. 

Spooky, wacky, strange—the adjectives often 

used to describe its inner workings—paint 

a picture of an esoteric discipline. Yet, it is 

the rules of quantum physics that dictate 

the structure of matter, that help interpret 

the signals from distant stars, and that make 

your smartphone run. This message is nicely 

conveyed in My First Book of Quantum Phys-

ics, an illustrated guide for children 8 and 

older (and their parents). 

The book follows the development of 

quantum physics largely chronologically, ex-

plaining why classical physics was not suffi-

cient to describe the subatomic world. It then 

moves on to concepts such as particle-wave 

duality, the uncertainty principle, and radio-

activity. A number of physicists make appear-

ances, from Isaac Newton to Marie Curie, 
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but it is the familiar cartoon form of Albert 

Einstein that serves as a guide throughout 

the book (Einstein’s ambivalent attitude 

toward quantum mechanics notwithstand-

ing). The illustrations are clear, eye-catching, 

and consistent; the authors occasionally an-

thropomorphize inanimate objects to make 

concepts more accessible (for example, an 

electron “feels comfortable” in its orbit) but 

largely avoid sounding condescending. 

Most commendably, the narrative does not 

stop in the 1930s. Particle accelerators, the 

Standard Model of particle physics, and the 

Higgs boson all get well-deserved mentions, 

but so do everyday “quantum gadgets,” such 

as laser pointers and light-emitting diode 

(LED) lights. The book leaves young readers 

with a sense of quantum physics as a vibrant, 

active pursuit that has and will continue to 

influence their lives in very real ways. 

My First Book of Quantum Physics, Kaid-Sala 

Ferrón Sheddad, Illustrated by Eduard Altar-

riba, Button Books, 2018, 48 pp. 

Impact!
Reviewed by Marc S. Lavine3

Although movies have magnified the poten-

tial damage that Earth might suffer from the 

arrival of an asteroid or comet, there are le-

gitimate reasons to be concerned and there 

is an ongoing need to track celestial objects 

that could cause major damage. In starting 

Impact! with the story of a meteor that ex-

ploded over the Russian city of Chelyabinsk 

in 2013, Elizabeth Rusch captures the terror 

and damage larger space debris can cause. 

Even though the impact site was more than 

80 km outside the city, the shock wave it cre-

ated shattered glass, rattled buildings, and 

caused roofs to collapse. 

Spotting and tracking asteroids is almost 

as hard as finding needles in haystacks, while 

identifying and deciphering previous impacts 

requires careful detective work. This is es-

pecially true when trying to analyze a large 

impact crater that might be kilometers in di-

ameter, where the impact both compressed 

the ground and turned the layers of earth 

and rock upside down. Rusch introduces us 

to individuals who either track celestial ob-

jects or investigate past impacts and to the 

tools of the trade required to study them. 

She even reveals how amateur scientists can 

get involved. And if your interests veer from 

science to science fiction, she closes with a 

range of ways one might alter the trajectory 

of an asteroid, should the need ever arise.

Impact!, Asteroids and the Science of Saving 

the World, Elizabeth Rusch, Photography 

by Karin Anderson, HMH Books for Young 

Readers, 2017, 80 pp.

Itch!
Reviewed by Seth Scanlon4

In this delightful—if slightly disquieting—

work, Anita Sanchez artfully describes the 

ways in which a variety of organisms make 

us itch. Much attention is directed toward 

familiar insects and arachnids that cause 

humans discomfort. In addition, Sanchez 

elucidates the various ways that fungi (such 

as those that cause athlete’s foot) and plants 

(such as nettle, poison ivy, cacti, and prickly 

pears) can induce the urge to scratch.

These pruritogenic pests also allow the 

author to pivot onto various historical top-

ics in a fun and appealing manner. Lice, 

for example, serve as a jumping-off point 

to describe the unhygienic conditions ex-

perienced by soldiers during World War I, 

whereas fleas are introduced in the context 

of the hugely popular flea circuses of the 

19th century. 

Along the way, Sanchez offers a whole 

host of useful tips for preventing or reliev-

ing itchiness. After reading this book, you 

should be able to remove embedded cater-

pillar bristles, soothe a nettle’s sting, avoid 

mosquito bites, and deodorize a pet that 

has encountered a skunk. This wealth of in-

formation is reinforced with approachable, 

humorous, and eye-catching illustrations 

by Gilbert Ford.
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The book concludes with a thought-

provoking discussion of the neurological 

and immunological origins of itch. In ad-

dition, Sanchez discusses how scratching 

can (at least temporarily) allay irritation as 

well as other benefits it can provide. This 

author/illustrator team is to be commended 

for conveying a cornucopia of data in an en-

joyable and engaging way.

Itch!: Everything You Didn’t Want to Know About 

What Makes You Scratch, Anita Sanchez, Illus-

trated by Gilbert Ford, HMH Books for Young 

Readers, 2018, 80 pp.

Trash Revolution
Reviewed by Hadassah Nusinovich 

Ucko, Solomon Nusinovich Ucko, and 

Yevgeniya Nusinovich5

Trash Revolution explains how common 

materials are produced and recycled and 

suggests solutions to various real-world 

problems related to resource consumption, 

waste management, and climate change. 

In addition to widely known recommen-

dations such as “reduce, reuse, recycle,” 

the authors present many solutions made 

possible by cutting-edge research, such as 

making biodegradable plastics from stale 

food and using bacteria to grow composta-

ble fabrics. 

The technical information is interspersed 

with humor and kid-friendly touches—

“#gratitude,” for example, is associated 

with the invention of toilet paper. In ad-

dition to general information, the authors 

provide handy reference charts comparing 

the benefits and drawbacks of different 

materials, as well as specific recommenda-

tions for handling them. However, some of 

these suggestions seemed unattainable to 

us. For example, the authors recommend 

making your home “a junk-mail-free zone,” 

but offer no suggestions for how that could 

be achieved. 

We noted a few minor problems, such 

as a mistaken characterization of deute-

rium as an extra molecule inside water 

molecules, a gratuitous negative comment 

about genetically modified organisms, and 

a surprisingly positive discussion of waste 

incinerators that neglected to mention any 

concerns about their fumes and effects on 

human health. Overall, however, it is very 

informative, with thoughtful explanations 

of what we can all do to make environmen-

tally friendly choices. 

Trash Revolution: Breaking the Waste Cycle, 

Erica Fyvie, Illustrated by Bill Slavin, Kids 

Can Press, 2018, 64 pp.

Rewilding
Reviewed by Sacha N. Vignieri6

As the human population grows, we are re-

lentlessly encroaching on the natural habi-

tats that surround us. This book defines 

and describes the science and process of an 

increasingly important mechanism for con-

servation known as “rewilding.” 

Rewilders, we learn, want to restore habi-

tats to their prehuman states, creating en-

vironments that can support native species 

and give them room to thrive. The authors 

first describe the basics of this process, in-

cluding why it is important, and then dis-

cuss several examples of where, why, and 

how rewilding is happening. These include 

everything from the Pleistocene rewilding 

plan, which advocates reintroducing mod-

ern stand-ins for megafauna that went ex-

tinct at the end of the last ice age, to the 

rewilding of New York City’s “High Line,” an 

abandoned, elevated train track where lace-

wing insects have been released to prevent 

infestations of harmful bugs. 

The book is well targeted toward mid-

dle-grade readers because it accurately 

describes rewilding while remaining ac-

cessible and interesting. The authors’ posi-

tive tone is both refreshing and important. 

They present rewilding stories in a way that 

clearly lays out why the process is ecologi-

cally important and why it is important for 

human society as well. 

Rewilding: Giving Nature a Second Chance, Jane 

Drake and Ann Love, Annick Press, 2017, 88 pp.

CHILDREN’S SCIENCE PICTURE BOOK

Living Things and 
Nonliving Things
Reviewed by Tage Rai7

If we wanted to define “games,” we might 

say they involve competing, keeping score, 

following rules, and having fun. However, 

in some games, players cooperate and don’t 

keep score. And while all games have rules, so 

do many other activities that may or may not 

be fun. In this book, Kevin Kurtz extends this 

line of argument to the nature of life. 

Are living things the only ones that move, 

or grow, or reproduce? Kurtz elegantly re-

veals that some nonliving things can do these 

things, whereas some living things can’t. 

Astute readers may find themselves wish-

ing for a deeper discussion of viruses. Viruses 

lack cells of their own, but they confiscate 

their host’s cellular machinery to replicate 

themselves, thus complicating any cellular 

definition of life. The conceptual ambiguity 

of viruses underscores a deeper, albeit under-

standable, omission from the book: the exis-

tential quandary of death. 

Ultimately, Kurtz ends with the unset-

tling realization that there is no categorical 

distinction between living and nonliving. 

Instead, he proposes a family resemblance 

model in which something that has many 

of the characteristics shared by living things 

probably belongs to the category. 

The book is beautifully illustrated with 

high-quality photographs of nature, animals, 

Pedestrians walk along the  rewilded High Line park in New York City.

INSIGHTS   |   BOOKS
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and inventions. Despite its simple text, Liv-

ing Things and Nonliving Things is decep-

tively deep and provides a valuable lesson in 

scientific uncertainty. 

Living Things and Nonliving Things: A Compare 

and Contrast Book, Kevin Kurtz, Arbordale 

Publishing, 2017, 32 pp.

Many
Reviewed by Jennifer Sills8

In Many, a rosy-cheeked, red-haired explorer 

tries to answer the question so many scien-

tists have pondered: “How many different 

kinds of living things are there on the planet?” 

She discovers elephants and oak trees, mush-

rooms and beetles, and mites and microbes. 

All of these species, she realizes, are interde-

pendent, forming complex ecosystems. 

Here, the story takes a dark turn: Humans 

have been poisoning and destroying these 

ecosystems, and many living things have dis-

appeared forever. We have a responsibility, 

our forlorn narrator warns: We don’t want 

to reach a point at which we have to “count 

down instead of up.” 

The story’s whimsical tone, which belies 

its sobering message, will engage readers, but 

the highlights of the book are the detailed 

watercolor illustrations that infuse each 

landscape and statistic with warmth and ap-

peal. Vibrant colors throughout the pages of 

discovery contrast with the abrupt shift to 

muted browns on the pages of destruction. 

The emotional punch the images deliver will 

be more effective in motivating readers to act 

than trivia about mushrooms ever could be.

 Many: The Diversity of Life on Earth, Nicola 

Davies, Illustrated by Emily Sutton, Candle-

wick, 2017, 40 pp.

What Do They Do 
with All That Poo?
Reviewed by Steve Mao9

On any given day, an individual zoo can 

produce more than 5000 pounds of animal 

waste. So, “what do they do with all that 

poo?” 

The first part of this book makes it clear 

that poop comes in different sizes, shapes, and 

colors and that these properties are related 

to the distinct diets, anatomies, and physi-

ologies of different animals. How animals use 

their waste can also affect the characteristics 

of their poop, as well as how and when they 

poop. Wombats, for example, excrete upward 

of 100 cube-shaped droppings every evening 

to mark their territory, whereas sloths de-

scend from their treetop habitat to poop on 

the ground just once a week. 

How do zoos deal with animal waste? 

Some is just sent off to landfills, but some is 

also used to monitor the health of the ani-

mals. Some is processed into compost for lo-

cal gardens, and some is recycled to make 

useful products such as paper and fuel. 

Although there’s no main character, every 

animal is easily related to. The drawings are 

vivid and, by and large, accurate. (Wombats, 

however, do not build a scat-fence, as one il-

lustration seems to suggest.)

Most of the animals highlighted in this 

book are mammals, but it would have been 

fun to read about the excretions of other spe-

cies. Perhaps this will be the topic of a follow-

up title (book “number 2,” if you will).

What Do They Do with All That Poo?, Jane Kurtz, 

Illustrated by Allison Black, Beach Lane Books, 

2018, 40 pp. 

A House in the Sky
Reviewed by Sacha N. Vignieri6

The sight of a common squirrel can inspire 

squeals of delight from young children. 

They might ask, “Is it going home?” as the 

squirrel disappears up a tree. A House in 

the Sky, Steve Jenkins’s lovely story on ani-

mal homes, provides answers that will sat-

isfy such questions while providing more 

detail for a similarly curious adult or older 

child. “Some houses are made of bubbles,” 

reads one passage, for example. Below, the 

author elaborates: “A Siamese fighting fish 

takes a gulp of air and then blows it back 

out. It does this over and over again, creat-

ing a floating nest made of bubbles to pro-

tect its babies.”

Illustrator Robbin Gourley’s playful yet 

beautiful renderings reinforce the book’s 

message. “Look up—a house in the sky!” 

reads another page. The common swift, ren-

dered in muted browns against a pale blue 

sky, spends months on the wing, we learn, 

eating, drinking, and sleeping in the air. 

Young children are naturally curious about 

animals. Jenkins’s sweet exploration of how 

and where they live provides an opportunity 

to connect with older readers and to dig a 

little deeper together.

A House in the Sky: And Other Uncommon 

Animal Houses, Steve Jenkins, Illustrated by 

Robbin Gourley, Charlesbridge, 2018, 32 pp.

The Brilliant Deep
Reviewed by Julia Fahrenkamp-Uppenbrink10

With sparing words and mesmerizing, soft-

colored paintings, The Brilliant Deep tells 

the story of Ken Nedimyer, an American fish 

collector and “live rock farmer” who found 

a way to restore the world’s coral reefs by 

growing coral colonies in underwater nurser-

ies and then planting them onto dying reefs. 

Nedimyer has long loved the ocean. One 

of the book’s most memorable images shows 

him as a boy, looking out over the sea, all its 

secrets hidden beneath the surface. On the 

next page, he is snorkeling through an un-

derwater world teeming with life. We follow 

along as he learns to scuba dive and begins 

to collect fish to study in aquariums at home. 

As an adult, Nedimyer uses his expertise 

with growing “living rocks”—rocks covered 

with sponges and other invertebrates that are 

used in aquariums—to cultivate coral. The 

book ends on a note of hope as Nedimyer and 

his organization, the Coral Restoration Foun-

dation, begin to help other countries save 

their reefs as well. 

The simple scientific explanations given 

throughout the book are easy to understand 

and are woven into the story in a way that 

does not distract. However, the main text 

does not mention climate change or other 

human threats. A two-page spread at the end 

merely cites complicated reasons, including 

changing ocean temperatures and overfish-

ing, for the decline of coral reefs. This is a 

missed opportunity. Nevertheless, I can only 

recommend this beautiful and inspiring 

book, which shows what love for nature com-

bined with human ingenuity can achieve.

The Brilliant Deep: Rebuilding the World’s Coral 

Reefs, Kate Messner, Illustrated by Matthew 

Forsythe, Chronicle Books, 2018, 48 pp. 
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Iqbal and His 
Ingenious Idea
Reviewed by Jennifer Sills8

Amid monsoons and the daily prayers of Ra-

madan, Iqbal dreams of winning his school’s 

sustainability-themed science contest. His 

mother and baby sister Rupa have developed 

a cough from sitting inside cooking food over 

an open fire. With the help of his other sister, 

Sadia, Iqbal finds a way to help them by turn-

ing an umbrella into a solar cooker. 

Iqbal’s story is steeped in the customs and 

language of Bangladesh while celebrating 

universal human qualities such as curiosity 

and ingenuity. Sadia’s role is realistic; she 

joins her brother in school and helps him 

build his stove, but unlike Iqbal, she is ex-

pected to help with childcare and cooking. 

Author Elizabeth Suneby seamlessly 

weaves Bengali words into the text, describ-

ing, for example, how Iqbal offers the first 

serving of “semai”—a dessert made with ver-

micelli noodles served at “Eid al-Fitr” (the 

holiday that marks the end of Ramadan)—to 

Sadia to thank her for her help. Illustrator 

Rebecca Green’s colored pencil illustrations 

depict Iqbal’s family and their village in vivid 

detail. The book’s appendices provide an ex-

planation of the benefits of clean cookstoves 

and a glossary of Bengali words. 

Readers can also follow instructions to 

create their own solar cooker. The project 

will require a pizza box, aluminum foil, 

plastic wrap, and a lot of patience—the 

stove will take 30 or 40 minutes to heat up 

in the sun.

 Iqbal and His Ingenious Idea: How a Science 

Project Helps One Family and the Planet, 

Elizabeth Suneby, Illustrated by Rebecca 

Green, Kids Can Press, 2018, 32 pp. 

HANDS-ON SCIENCE BOOK

Alexander Graham 
Bell for Kids
Reviewed by Marc S. Lavine3

Alexander Graham Bell is best known 

for his invention of the telephone, but 

this wasn’t the work that he found most 

rewarding. Teaching deaf students to fin-

ger spell and to speak, using the visible 

alphabet developed by his father, was his 

lifelong passion.  Bell’s grandfather voice 

trained students with speech problems 

such as stuttering, and his mother had se-

vere loss of hearing. His interest in speech 

and sound was critical to many of his fu-

ture inventions. 

In Alexander Graham Bell for Kids, Mary 

Kay Carson weaves together key events 

and influences that shaped Bell’s life, and 

in turn how he shaped the world around 

him. Although he was a poor student in 

school, Bell spent his life learning from 

the written works of others, from ongoing 

tinkering and innovation, and from the 

many colleagues and connections he made 

throughout his life.  

Bell’s invention of the telephone has 

largely overshadowed his many other 

contributions, such as his work on early 

versions of the phonograph and metal 

detectors and his work on airplanes and 

hydrofoil boats. These inventions often 

brought him into conflict with other inven-

tors of the day, including Thomas Edison 

and Elisha Gray. 

The book includes many sidebars to ex-

plain the scientific principles behind each 

invention, as well as 21 hands-on activities, 

that enhance the narrative. But perhaps 

the true value of the books comes from all 

the little stories, previously unknown to 

me, that show the richness of his life, such 

as Bell’s role in connecting Helen Keller 

with her teacher, Anne Sullivan, and Bell’s 

role in supporting Science magazine dur-

ing its early years. 

 Alexander Graham Bell for Kids: His Life & 

Inventions with 21 Activities, Mary Kay Carson, 

Chicago Review Press, 2018, 144 pp.

Light Waves
Reviewed by Marc S. Lavine3

From the dim flicker of a candle flame to 

the daily illumination provided by the Sun, 

visible light enables us to see our world. 

Despite its presence all around us, the 

properties of light can be confusing and 

counterintuitive. Why, for example, does 

light, which travels in a straight line, ap-

pear to bend, when looking at a straw in a 

glass of water? Or why does our reflection 

invert when we look at the front of a metal 

spoon? Using a mix of illustrations and 

simple experiments aimed at a younger 

reader, David Adler explains the basic com-

position, behavior, and properties of light. 

Through the casting of shadows by using 

a flashlight and a tower of wooden blocks, 

Adler teaches readers about objects that 

are transparent, translucent, or opaque. We 

are shown how to divide white light into a 

spectrum of colors when it passes through 

a prism, and from this, we are taught why 

objects have different colors depending on 

which part of the visible spectrum they re-

flect rather than absorb. 

At times, the writing seems aimed at older 

readers; however, a glossary at the end help-

fully pulls together all the optics terminology.

Light Waves, David A. Adler, Illustrated by 

Anna Raf , Holiday House, 2018, 32 pp.

Awakened by his mother’s coughing—the result of cooking indoors over an open flame—Iqbal contemplates how to win his school’s sustainability-themed science fair.
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Dog Science 
Unleashed
Reviewed by Brent Grocholski11

Dogs make for the perfect assistants for 

the activities in Dog Science Unleashed. 

This vivid volume lays out two dozen or so 

exercises that double as experiments, the 

goal of which is to better understand ca-

nine senses and physiology. 

The experiments are well described, 

with step-by-step instructions and photos. 

Most are easy to set up and only require 

household items. Exceptional photogra-

phy accompanies the instructions and 

helps readers to understand the activities. 

The wild card, as you might guess, is your 

pooch’s willingness to help unleash the 

dog science. But that shouldn’t be a prob-

lem for most dogs; many of the activities 

involve treats and toys. 

In an activity called “A Puzzle for Your 

Pooch,” the authors provide instructions 

for setting up an experiment to see whether 

your dog can learn to extract treats from a 

muffin tin. In another, readers learn how 

to craft a homemade stethoscope out of a 

funnel and an empty paper towel tube and 

to use it to listen to their dog’s heartbeat. 

Some of the activities are more targeted 

to helping understand the particular dog 

you are working with. In “Half Bath,” for 

example, readers are encouraged to deter-

mine whether shampoo is right for their 

pup by washing only one side and monitor-

ing odor, dirt, and oil levels over a month. 

However, the book sticks to a scientific ap-

proach, even for these activities. 

What the book does not provide are 

broad insights into dog behavior or social-

ization. But focusing on more universal 

and less variable traits is probably for the 

best in a home experiment–driven book. 

Dog Science Unleashed: Fun Activities to Do with 

Your Canine Companion, Jodi Wheeler-Toppen, 

Photography by Matthew Rakola, National 

Geographic Kids, 2018, 80 pp. 

Dig In! 
Reviewed by Michael Funk12

Modern agriculture has given us seedless 

watermelons, tomatoes in February, and 

apple varieties with trademarked names 

and intensive marketing. However, there 

remains something magical about planting 

a seed, watching it sprout, and after a long 

season, tasting the fruit (or vegetables) of 

one’s work and dedication. Dig In! encour-

ages kids to get in the kitchen and rescue ne-

glected stems and seeds for experimentation 

in the garden.

The book features 12 simple projects, 

some of which may be better controlled 

versions of events already happening in 

your crisper drawer. In particular, growing 

lettuce, onions, and potatoes from sprouts 

is nearly foolproof. Others, such as garlic 

and ginger, might require some prepara-

tion. Growing plants from seeds requires 

the most patience, but the wonder of seeing 

sprouts emerge from soil is sure to delight 

kids of all ages.

The projects in Dig In! are simple and can 

be started in an old cup or newspaper pots. 

Alongside the garden projects are recipes 

that can be the source of the seeds or sprout-

ing material. The pairing might encourage 

picky eaters to give celery or herbs a chance, 

although I would not expect to harvest much 

from your sprouts and seedlings unless you 

have a working garden already. 

Nevertheless, intrepid young gardeners 

should find these projects inspiring and will 

hopefully want to learn more about how 

their food is grown as a result. 

 Dig In!: 12 Easy Gardening Projects Using 

Kitchen Scraps, Kari Cornell, Photography by 

Jennifer S. Larson, Millbrook Press, 2018, 64 pp.

Bug Lab for Kids
Reviewed by Lauren Kmec13

How do you measure a beetle’s strength or 

the speed of a centipede? Bug Lab for Kids, 

by entomologist John Guyton, reveals the 

answers to these questions, among others. 

The book is divided into nine well-

organized units, each containing several 

lab exercises. An introductory section pro-

vides helpful advice regarding appropriate 

attire for fieldwork, first aid treatment for 

bites and stings, and the importance of 

keeping a field notebook. Another unit of-

fers a straightforward primer on the scien-

tific method.

Would-be entomologists start by learn-

ing how to make and use a collection net, 

as well as how to care for live critters. More 

sophisticated collection techniques, such as 

the use of an aspirator to capture very tiny 

insects, are also covered.  Readers can then 

embark on a variety of activities to observe 

insects in their natural habitat. 

Other labs include a spiderweb search, a 

papier-mâché wasp’s nest construction proj-

ect, a multiweek butterfly-rearing opera-

tion, and a taste test of edible insect “treats” 

(not for the faint of heart!). Although special 

equipment such as a blacklight is required 

for some experiments, many of the neces-

sary tools can be constructed from house-

hold materials or purchased inexpensively. 

Interspersed throughout the book are fun 

and surprising snippets of bug trivia: Moths 

navigate by the moon, bees “dance” to com-

municate with other bees, and horned 

dung beetles can pull 1000 times their own 

weight. These tidbits bolster Guyton’s mes-

sage that although bugs may not be cute or 

cuddly, they are indeed fascinating. 

Bug Lab for Kids: Family-Friendly Activities for 

Exploring the Amazing World of Beetles, But-

terf ies, Spiders, and Other Arthropods, John W. 

Guyton, Quarry Books, 2018, 144 pp.A human-pooch foot race teaches young readers how to create a repeatable experiment.
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YOUNG ADULT SCIENCE BOOK

Rocket Men
Reviewed by Laura M. Zahn14

The year was 1968. Protests against the Viet-

nam war filled the streets of America, and the 

United States and the Soviet Union were rac-

ing to the moon. In 1969, men would walk on 

its surface. However, before we could accom-

plish this feat, we needed to be sure that they 

could get there and return safely. 

Focusing on the Apollo 8 mission—the 

first manned mission to orbit the moon—in 

Rocket Men, Robert Kurson vividly transports 

the reader into the minds of the people in-

volved, especially the astronauts and their 

wives, as they prepared for and underwent 

this perilous mission. The possibility of death 

is a recurring theme. Kurson repeatedly re-

minds the reader of the fatal fire that claimed 

the lives of the Apollo 1 astronauts and the 

experimental nature of space travel. Yet, fear 

was not at the forefront for Frank Borman, 

Bill Anders, and Jim Lovell. Instead, the book 

emphasizes how these brave men were will-

ing to sacrifice everything for their country. 

This story, about a little-recalled but major 

move forward into space, will captivate read-

ers of all ages, but as a full-length chapter 

book with few illustrations or pictures, older 

readers will have an easier time with this 

book. Kurson’s evocative writing places the 

Apollo 8 mission into historical perspective 

and allows us to vicariously experience the 

launch of the Saturn V rocket and the awe 

felt by the first men to leave low Earth orbit. 

 Rocket Men: The Daring Odyssey of Apollo 8 and 

the Astronauts Who Made Man’s First Journey to 

the Moon, Robert Kurson, Random House, 2018, 

384 pp.

Chasing New Horizons
Reviewed by Keith T. Smith15

On 14 July 2015, the New Horizons spacecraft 

flew past Pluto, capturing headlines around 

the world. Chasing New Horizons tells the 

story of that mission: how it was designed, 

funded, built, launched, and operated. The 

narrative is as recalled by Alan Stern, the 

mission’s principal investigator, written up by 

the astrobiologist and science communicator 

real.” But whiz-bang technical feats alone 

cannot solve problems such as our water cri-

ses, for example. This points to perhaps the 

biggest shortcoming of the book: a missing 

discussion of how public policy interfaces 

with large engineering projects and the pro-

cesses by which such projects are planned, 

funded, administered, and maintained. 

In all, Built is a welcome addition to the 

library of accessible reads on engineering.  

Editor’s Note: For a full-length review of Built, 

see “Behind the scenes of the built environ-

ment,” Science 359, 1108  (2018). 

Built: The Hidden Stories Behind Our Structures, 

Roma Agrawal, Bloomsbury USA, 2018, 320 pp. 

Spying on Whales
Reviewed by Sacha N. Vignieri6

Whales are massive, their habitat is enor-

mous, their life spans can be much longer 

than our own, and their intellect is both com-

pelling and mysterious. We are captivated by 

whales, yet they remain difficult to know. 

Nick Pyenson enters into this long affair 

from a paleontological perspective, being 

most interested in how these remarkable 

creatures evolved from four-legged terrestrial 

ancestors to marine leviathans and in the 

many forms they took in between. As he de-

scribes his pursuit of this knowledge, we see 

how challenging it really is to study these ani-

mals, both those that existed in the past and 

those with whom we share the world now. 

Throughout the book, Pyenson brings his 

readers where he goes, whether it be on an 

adventure in the Atacama desert to solve a 

mystery involving dozens of intact fossil 

whale skeletons, or to an internal destina-

tion—his heart—as he contemplates the fact 

that in a single right whale’s lifetime, the 

world has gone from being rich with whales 

to being nearly without them. In the end, the 

reader takes away an improved knowledge of 

whales, especially their history, but perhaps 

even more importantly, a deeper understand-

ing of the intertwining of our fates. 

Spying on Whales: The Past, Present, and Future 

of Earth’s Most Awesome Creatures, Nick Pyen-

son, Viking, 2018, 336 pp.

10.1126/science.aav9720

David Grinspoon. This provides great insider 

access, although it’s clearly a subjective view. 

A brief introduction explains how Pluto 

was discovered in 1930 and why, in the 1980s, 

planetary scientists began to lobby for a mis-

sion to visit it. Teenagers may struggle with 

the subsequent chapters, however, which 

describe how the mission was designed and 

funded. These sections are a labyrinth of 

NASA committees, working groups, design 

proposals, and advisory reports. The second 

half of the book is far more engaging, cover-

ing the spacecraft’s launch in 2006, its flyby 

of Jupiter in 2007, and the Pluto encounter 

itself. Those chapters come alive with the au-

thors’ passion for exploration and the excite-

ment of finally reaching the destination. 

Throughout Chasing New Horizons, there 

is a strong sense of the team’s drive to make 

the most of the brief Pluto flyby and the me-

ticulous planning that required.  The authors 

emphasize the important roles played by en-

gineers, project managers, and mission con-

trollers, reminding readers that it takes more 

than a good idea and talented scientists to fly 

a successful mission.

 Chasing New Horizons: Inside the Epic First Mis-

sion to Pluto, Alan Stern and David Grinspoon, 

Picador, 2018, 320 pp.

Built
Reviewed by Donna Riley16

Roma Agrawal’s Built is a full-throated cele-

bration of structural engineering. The book 

nicely balances innovative new builds such 

as The Shard in London with tried-and-true 

designs such as the Middle Eastern water 

transport system known as the qanat. Clas-

sic narratives of the Brooklyn Bridge and 

the Hancock Tower are interspersed with 

more obscure examples, including a lovely 

description of spider silk as bridge material. 

Agrawal makes passing reference to work-

place gender discrimination. Stark in their 

normalcy and minimized as anomalies, her 

vignettes nonetheless may elicit a #metoo 

from many readers as they serve to remind 

us how far we have yet to go in building in-

clusive work environments in engineering. 

Agrawal, like many engineers, is almost ab-

solute in her optimism: “The possibilities are 

limited only by our imaginations—for what-

ever we can dream up, engineers can make 

INSIGHTS   |   BOOKS
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By Bart Kahr and Michael D. Ward

C
rystal nuclei—the minute collections 

of molecules needed to spark crys-

tal growth—are small, short-lived, 

and generally unobserved. Classical 

nucleation theory, a model for the 

earliest stages of crystallization, is an 

accounting of the free-energy debits for cre-

ating an interface between crystals and the 

medium from which they grow, and the free 

energy credits for enlarging the interior of 

the crystal (1, 2). On page 1135 of this issue, 

Chen et al. (3) report the growth of one-di-

mensional (1D) peptide crystals in rows on 

crystalline substrates, which subsequently 

assemble laterally row by row into films 

(and ultimately 2D arrays) (see the figure). 

Growth rates along and perpendicular to 

the rows, measured by scanning probe 

microscopy, support the absence of an ac-

tivation barrier that typically must be sur-

mounted to overcome the surface energy. 

This unexpected challenge to the classical 

nucleation theory arises from high-res-

olution imaging that captures kinetic 

measurements for very small molecular ag-

gregates (4). No matter the sophistication 

of our models, looking ever more closely 

at growing crystals often reveals unantici-

pated mechanisms (5).

A crystallization process without an ac-

tivation barrier for nucleation suggests in-

difference. But epitaxy (6, 7)—the oriented 

overgrowth of a crystal on a crystalline 

substrate—strongly guides peptide assem-

bly. Chen et al. used the latter process and 

observed that peptides (each consisting of 

seven amino acids) associated pairwise at 

their carboxyl termini through hydrogen 

bonds, resulting in palindromic dimers. Ag-

gregates of just eight dimers long assembled 

at 30° from one of the three principal lattice 

vectors, which were defined by the closest 

distance between sulfur atoms in the molyb-

denum disulfide (MoS
2
) crystalline substrate. 

Because MoS
2
 is trigonal and the peptides 

have diad symmetry at best, the rows of di-

mers adopt three equivalent orientations on 

the surface. Dimers measuring 1.1 nm by 4.7 

nm are canted by 60° with respect to the lon-

gitudinal row direction, tantamount to 1D 

crystals with a pseudo-rectangular unit cell 

0.55 nm (longitudinal) by 4.1 nm (lateral). 

Only the former dimension is commensurate 

with the MoS
2
 lattice, however.

A 2D circular crystal, according to clas-

sical nucleation theory, grows through a 

competition between the unfavorable line 

tension of the perimeter and the favorable 

area free energy. The former grows as the 

first power of the radius, and the latter 

grows with the square of the radius. Com-

petition between oppositely signed terms 

of different dimensional dependencies also 

gives rise to a critical radius and nucleation 

activation barrier. Likewise, in 3D crys-

tals, there exists a competition between 

quadratic (surface) and cubic (volume) de-

pendencies. But what happens when the 

nucleus is quasi–one dimensional, as in the 

self-assembling rows of peptides on MoS
2
? 

As Chen et al. note, for a 1D nucleus just 

one dimer wide, both the line tension and 

the free energy of the row scale with the 

first power of the length. Thus, longitudi-

nal growth rates decreased linearly with de-

creasing peptide concentration, reaching a 

value of zero near the equilibrium peptide 

concentration. This signals the absence of 

an activation barrier for nucleation and a 

critical size of zero, a concept that is coun-

terintuitive to everyday crystal growers. 

Two-dimensional “island” growth of 

crystals was observed to occur row by row, 

and the lateral growth rate appears to de-

part from the exponential dependence on 

peptide concentration expected from clas-

sical nucleation theory (8). This behavior 

is reminiscent of small-molecule, lyotropic 

nematic mesophases made of 1D chains by 

isodesmic noncovalent association—that 

is, when molecular chains line up in an en-

tropically driven process of liberating sol-

vating water molecules (9). In the system 

of Chen et al., row-by-row growth likewise 

may be entropically driven as more surface 

water can be expelled from MoS
2 
if the rows 

associate in parallel to form a dense film. 

Coupled with strong interactions between 

the rows, this effect may compensate for 

incommensurism with the substrate in the 

lateral direction.

Chen et al. have shown that the earli-

est stages of crystal growth point to the 

limitations of classical nucleation theory, a 

theory that has never anticipated a crystal 

for which size and perimeter both scale in 

the same way with a geometric measure. 

These observations may guide further the 

design and fabrication of crystalline mo-

lecular films using epitaxial growth (10). 

They could inform on the fabrication of 

thin films with unique and highly ordered 

structures otherwise not attainable, with 

potential impact on electronic devices, 

from solar cells to light-emitting diodes to 

field effect transistors. j
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Peptides assemble from solution onto a surface of MoS2 as highly ordered 2D arrays through the 

assembly of 1D rows (yellow). Nucleation of the 1D rows has no energetic barrier, which is characteristic 

of 2D crystalline films and 3D crystals.
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By Margaret A. Phillips1 and

Daniel E. Goldberg2

D
espite considerable progress in com-

bating malaria, it remains one of 

the world’s most important infec-

tious diseases, with 50% of the world 

population at risk of developing the 

disease and a mortality rate of ~0.5 

million annually (1). The lack of an effective 

vaccine and the relentless ability of the Plas-

modium parasite responsible for malaria to 

develop drug resistance has contributed 

to the continuing disease bur-

den (2–4). Artemisinin-com-

bination therapies (ACTs) are 

the mainstay of current treat-

ment regimens, but decreased 

effectiveness, particularly in 

Southeast Asia, threatens our 

ability to control this disease. 

A global effort to develop new 

drugs for the treatment and 

prevention of malaria is un-

der way but not guaranteed to 

succeed (3, 5, 6). These efforts 

include a systematic attempt 

to target all life-cycle stages of 

the parasite to allow combina-

tion therapies to be developed, 

which are also likely to reduce 

the development of resist -

ance. High-throughput screens 

(HTSs) designed to identify 

small drug-like molecules that 

prevent growth of blood-stage 

parasites (7, 8) and target-based 

approaches have identified new 

compounds that are currently 

in preclinical development 

and/or various stages of hu-

man clinical trials for treatment of malaria 

(3). Missing from these efforts has been a 

high-throughput technology to find liver 

stage–specific chemotypes. On page 1129 of 

this issue, Antonova-Koch et al. (9) report 

an HTS effort that has filled this gap. They 

identify a substantial number of new chem-

ical starting points with potent liver-stage 

antimalarial activity, promising a new ca-

pacity to feed compounds through the drug 

development pipeline for chemoprotection. 

As efforts to eliminate malaria increase, 

the need for chemoprotective agents to pro-

tect vulnerable populations will also increase 

(3). The idea is to find a long-lasting agent 

to treat infections before they become symp-

tomatic and to develop these into a chemical 

vaccine (that is, a drug that protects against 

disease). The best malaria stage of infection 

to target for this approach is the one in the 

liver. The malaria life cycle begins when an 

infected mosquito injects sporozoites into a 

person, some of which find their way to the 

liver to establish infection (10) (see the fig-

ure). After replication in hepatocytes, malaria 

parasites burst out and infect erythrocytes, 

setting up an amplifying intraerythrocytic 

cycle. From 101 sporozoites that reach the 

liver, up to 105 merozoites will emerge into 

the blood, and up to 1012 will then build up 

in the bloodstream during a severe infection. 

A drug that blocks parasite replication in the 

liver works on a much lower parasite burden 

and thus has a lower chance of encountering 

and selecting for a rare parasite with a resis-

tance mutation than do blood stage–active 

compounds. This is particularly so if a com-

pound does not have activity on both stages 

and therefore does not put selective pressure 

on a large blood-stage parasite load. 

Plasmodium falciparum is responsible 

for most malaria cases, and it is the most 

deadly, whereas Plasmodium vivax has the 

greatest global distribution. Antonova-Koch 

et al. made a strategic choice to use the 

rodent malaria parasite Plasmodium ber-

ghei for their screen. This conferred many 

advantages over using a human parasite: 

ease of production, minimal biohazard risk, 

more rapid life cycle, and ability to infect 

hepatoma cell lines that are 

more facile to use and do not 

detoxify the compounds be-

ing screened. From an initial 

hit rate of ~4%, a subset (~104) 

were prioritized for evaluation 

in confirmation assays, lead-

ing to the validation of ~103

compounds with good drug-

like properties that have potent 

liver-stage activity and minimal 

cytotoxicity on host liver cells. 

Of these, 631 were profiled on 

additional Plasmodium species 

and life-cycle stages. Interest-

ingly, two-thirds of these hits are 

specific for liver-stage parasites, 

highlighting the previously un-

known biology of this stage and 

promising new cellular insights 

if compound targets can be de-

termined. This is a goal that will 

require innovative approaches. 

The subset of compounds that 

were also active against blood-

stage P. falciparum parasites 

contained a high proportion 

of mitochondrial inhibitors 

(43%) across diverse scaffolds. The mito-

chondrion in malaria parasites is critical 

for pyrimidine biosynthesis, a pathway that 

is essential for cell replication to generate 

the mature schizont in both blood and liver 

infections (see the figure). Demand for py-

rimidine nucleotide bases is even greater in 

the liver stage, in which one sporozoite is 

replicated to generate 20,000 merozoites 

(10). Drugs that target enzymes required for 

pyrimidine nucleotide biosynthesis are ef-

fective for both malaria treatment and che-

moprevention, including the cytochrome 

bc1 inhibitor atovaquone, which is an ap-

proved antimalarial agent used mainly for 

INFECTIOUS DISEASE

Toward a chemical vaccine for malaria
A high-throughput screen puts us on the road to protecting populations against malaria
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chemical vaccine that targets the early liver stage could minimize resistance.

Published by AAAS

on D
ecem

ber 10, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


7 DECEMBER 2018 • VOL 362 ISSUE 6419    1113SCIENCE   sciencemag.org

chemoprevention, and DSM265, an inhibi-

tor of dihydroorotate dehydrogenase, cur-

rently in clinical development (3, 5, 6). The 

surprisingly high percentage of dual-acting 

compounds that hit these targets suggests 

that this pathway is one of the most vulner-

able pathways shared between the blood 

and liver stages.

Not all hits from the P. berghei HTS 

worked on liver-stage P. vivax infections; 

the crossover was only ~25%. This may be 

partially explained by assay differences and 

by compound metabolism in the primary 

human hepatocytes used for the P. vivax 

assay. This latter issue could be engineered 

out of any compound series during lead op-

timization. It remains to be seen how many 

of the identified chemotypes will ultimately 

have liver-stage activity against both P. 

vivax and the deadly P. falciparum. Extrap-

olating from experience with compounds 

on blood stages of the rodent and human 

parasites, a large majority are likely to be 

effective against all Plasmodium species.

Now comes the hard work of prioritizing 

these hit compounds and optimizing them 

to have the properties of a chemical vac-

cine for clinical development. Recent work 

to develop chemical vaccines for HIV (11) 

and to formulate atovaquone as an inject-

able for chemoprevention in malaria (12) 

provide the beginnings of proof of concept 

for this strategy. The potential advantages 

of liver stage–specific chemoprotection in 

terms of simpler field implementation and 

low resistance propensity must be balanced 

with a need for high safety when used to 

protect a whole asymptomatic commu-

nity (more so than a short-term treatment 

given to a discrete population of patients). 

Additionally, compounds must be stable, 

have a long half-life, and be amenable to 

slow delivery formulation, such as a long-

acting injectable that will also have the ben-

efit of improving compliance. Because of 

these complexities, there is a need to have 

a substantial list of candidate compounds. 

Thanks to the work of Antonova-Koch et al., 

we have such a list.        j
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PALEONTOLOGY

Climate change and marine 
mass extinction
The end of the Permian Period was catastrophic for 
life in high-latitude regions 

By Lee Kump

V
oluminous emissions of carbon dioxide 

to the atmosphere, rapid global warm-

ing, and a decline in biodiversity—the 

storyline is modern, but the setting is 

ancient: The end of the Permian Pe-

riod, some 252 million years ago. For 

the end-Permian, the result was catastrophic: 

the greatest loss of plant and animal life in 

Earth history (1). Understanding the details 

of how this mass extinction played out is 

thus crucial to its use as an analog for our 

future. On page 1130 of this issue, Penn et al. 

(2) add an intriguing clue: The extinction was 

most severe at high latitudes. Using a state-

of-the-art climate model that was interpreted 

in terms of physiological stress, the authors 

further identify the killer as 

hypoxia, which was brought 

on by warm temperatures 

and ocean deoxygenation. 

A number of kill mecha-

nisms for end-Permian 

extinction have been pro-

posed, most triggered by the 

tremendous volcanic activ-

ity associated with the em-

placement of the vast lava 

flows of the Siberian Traps, 

the eruption of which was 

coincident with the mass extinction (3). 

The Siberian Traps are estimated to have 

released tens of thousands of petagrams of 

carbon as carbon dioxide and methane (4), 

explaining the 10° to 15°C tropical warming 

revealed by oxygen isotope compositions of 

marine fossils (5). On land, unbearably hot 

temperatures and hypoxia likely were the 

main cause of mass extinction of plants 

and animals (6), although ultraviolet radia-

tion exposure from a collapsed ozone shield 

contributed as well (7). Rapid warming also 

likely led to the loss of oxygen from the 

ocean’s interior, extending up onto the con-

tinental shelves—a conclusion supported 

both by the widespread distribution of in-

dicators for marine anoxia in sedimentary 

rocks (8) and by numerical modeling of the 

Permian ocean-atmosphere system (9). 

Once considered nonselective, mass extinc-

tions are increasingly revealing patterns of 

differential impact across species, lifestyles, 

and geographic locations through their fos-

sil records (10). A geographic pattern to 

Permian extinction, however, has remained 

elusive. Benefiting from the paleontological 

community’s creation of the expansive Paleo-

biology Database (11), Penn et al. discovered 

a meridional gradient to extinction intensity: 

Groups of organisms that were restricted to 

higher latitudes prior to the extinction suf-

fered higher proportions of extinction than 

those established at low latitudes. What was 

it about living at high latitudes that predis-

posed marine organisms to extinction?

Penn et al. took an innova-

tive approach to answering 

this question by coupling 

state-of-the-art computer 

simulations of end-Permian 

environmental change to a 

quantitative estimate of habi-

tat loss for presumed Perm-

ian ecotypes. To establish the 

environmental (temperature 

and oxygen) tolerance of 

Permian ecotypes, Penn et 

al. used studies of modern 

organisms, grouped into ecotypes that they 

argue should be representative of the oxygen 

demands of Permian organisms. From these 

studies, a metabolic index was assigned to 

each ecotype, reflecting the critical balance 

between oxygen supply and demand. Model 

temperature and oxygen distributions before 

and during the end-Permian event were then 

used to map regions of the ocean where the 

metabolic index fell below the critical value 

(hypoxic threshold) at which oxygen supply 

(fundamentally related to the oxygen concen-

tration of the water in which the organism 

lived, itself a function of ocean circulation, 

temperature, and rates of aerobic decompo-

sition) could not support the physiological 

demands of daily life (feeding, reproduction, 

and defense). The authors found that eco-

types that favored high latitudes before the 

event preferentially suffered extinction be-

cause of their relatively high hypoxic thresh-

Department of Geosciences, College of Earth and Mineral 
Sciences, The Pennsylvania State University, University Park, 
PA 16802, USA. Email: lrk4@psu.edu

“If warming and 
oxygen loss... 
happened quickly, 
massive die-off 
was destined to
 occur.”
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old. In other words, as the waters in which 

they had lived warmed and lost oxygen, they 

had nowhere to go to avoid hypoxic stress. 

Tropical ecotypes were preadapted to low 

oxygen and higher temperatures, and thus 

were better able to survive global warming 

(see the figure).

Paleoenvironmental reconstruction is 

challenging enough, but paleophysiological 

studies like that of Penn et al. are particularly 

vexing because the organisms whose traits 

one would like to understand and incorpo-

rate into a model are gone. Instead, studies 

of living organisms must be used. Penn et al. 

are aware of this limitation of their study and 

they go to great lengths to show that taxo-

nomic biases, including a bias in the data on 

living organisms toward more active life-

styles relative to that which predominated in 

the Permian, have no substantial impact on 

their general conclusions. Other limitations 

of their study include both potential biases 

in the fossil record and required assumptions 

concerning the nutrient inventory of the 

Permian ocean and the oxygen concentration 

of the atmosphere at that time. Nutrients and 

atmospheric oxygen are important determi-

nants of the oceanic pattern and severity of 

anoxia at a given climate state of the past, 

yet there are limited data on these factors. 

Another factor not considered in this study 

is the rate of climate change during the end-

Permian event. If warming and oxygen loss 

were imposed slowly, perhaps high-latitude 

organisms could have adapted to warming 

and oxygen loss, whereas if these changes 

happened quickly, massive die-off was des-

tined to occur. Existing geochronological con-

straints on the fossil record (3) suggest that 

the rates of these changes were rapid. 

As our understanding of the drivers and 

consequences of end-Permian climate change 

and mass extinction improves, the lessons 

for the future become clear. Our modern-day 

“Siberian Trap” is fossil fuel burning, which 

is driving up atmospheric carbon dioxide to 

concentrations that Earth has not witnessed 

for millions of years. The planet is warming 

and the oceanic response of deoxygenation is 

already being detected in coastal zones and 

the open ocean (12). The Permian world may 

have been more susceptible to rapid climate 

change and its attendant environmental 

and biotic effects; carbon cycle–stabilizing 

calcareous plankton hadn’t yet evolved (13), 

and the supercontinent of Pangaea’s arid in-

teriors and sluggish tectonics lowered the 

threshold for abrupt climate change (14). 

But even if it represents an extreme case, the 

lesson is clear: Continued or accelerated fos-

sil fuel burning presents a risk that must be 

reversed or mitigated so that we can avoid a 

fate anything like that of the end-Permian. j
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METABOLISM

Bioenergetics 
through 
thick and thin
Membrane fluidity 
influences the efficiency 
of oxidative 
energy metabolism 

By Eric A. Schon

T
he cells in all biological systems are 

composed of a limited number of mo-

lecular constituents, mainly proteins, 

nucleic acids, carbohydrates, and lip-

ids. Of these, lipids tend to receive the 

shortest shrift, as they are typically 

considered to be merely the building blocks of 

membranes that provide a scaffold in which 

the “important” molecules, such as enzymes 

or signaling proteins, reside. In recent years, 

and with the advent of advanced lipidomics 

techniques, we have learned that “a lipid is 

a lipid is a lipid” is simply not true, and that 

the lipid composition of membranes can have 

profound effects on the behavior and activity 

of its resident macromolecules. For example, 

some lipids, such as members of the phospha-

tidylinositol family, are important signaling 

molecules. However, what is less appreci-

ated is that the physical composition of lipid 

membranes can have profound effects on cel-

lular behavior as well. On page 1186 of this 

issue, Budin et al. (1) use the Gram-negative 

bacterium Escherichia coli and the budding 

yeast Saccharomyces cerevisiae as model sys-

tems to show that the fluidity of a membrane, 

as determined by its lipid composition, can 

have huge effects on the efficiency of aerobic 

energy production (respiration) by the highly 

hydrophobic, membrane-embedded, oxida-

tive phosphorylation (OxPhos) system.

The OxPhos system in aerobic organisms, 

located in the plasma membrane of prokary-

otes and in the mitochondria of eukaryotes, 

comprises two elements: a multicomponent 

respiratory chain that pumps H+ ions (pro-

tons) derived from the reduced forms of nico-

tinamide adenine dinucleotide (NADH) and 

flavin adenine dinucleotide (FADH
2
) across 

a topologically closed membrane, generating 

a proton gradient, and an adenosine triphos-
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Marine mass extinction
Modeled patterns of ocean warming (top) and 

oxygen depletion (middle) suggest that hypoxia may 

explain why extinction of marine organisms 

(bottom) was more intense at high latitudes than  

in the tropics during the latest Permian Period.
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phate (ATP) synthase that uses this gradient 

to drive ATP synthesis. The requisite electro-

neutrality is maintained by transferring an 

equivalent number of electrons through the 

respiratory electron transport chain to mo-

lecular oxygen. The primary source of the 

electrons is complex I (an NADH dehydroge-

nase) and complex II (a succinate dehydro-

genase). The electrons are transferred first 

to a highly hydrophobic and mobile mem-

brane-localized electron carrier called coen-

zyme Q (CoQ; also called ubiquinone), then 

to complex III (a CoQ reductase), then to a 

cytochrome, and finally to complex IV (a cy-

tochrome oxidase), where oxygen is reduced 

to produce water (see the figure).

Do collisional interactions among the 

various respiratory components affect ATP 

production? Budin et al. hypothesized that 

by altering membrane fluidity they might 

be able to answer this question and perhaps 

determine which component of the OxPhos 

system is diffusion-limited. By titrating the 

viscosity of the OxPhos-containing plasma 

membrane in E. coli, they showed that the 

growth rate and aerobic respiration of the 

cells was increased at low viscosity—which 

allows for greater lateral movement of 

membrane-embedded molecules—and was 

decreased at high viscosity. This implies that 

increased membrane fluidity accelerated in-

teractions among the OxPhos components. 

The result was also replicated in a eukaryote 

(S. cerevisiae) in which mitochondrial mem-

brane fluidity was manipulated.

These data support a role for diffusion of 

the OxPhos components within the mem-

brane, but did not single out any component 

that could diffuse more rapidly and thereby 

be controlling. There is an obvious candidate 

for this role: CoQ, a dwarf among the giant 

respiratory complexes. Using a combination 

of energy-transfer experiments and math-

ematical modeling based on assumptions 

of random molecular motion and collision-

mediated reactions, Budin et al. concluded 

that CoQ diffusivity indeed influences respi-

ratory flux—a result that had been predicted 

on kinetic grounds decades earlier by a num-

ber of groups (2–5).

The experimental elegance of this work 

was made possible, in part, by the use of bac-

teria and yeast, which have relatively simple 

OxPhos systems and well-defined genetics. 

The downside of this approach, however, is its 

unclear relevance to mammalian bioenerget-

ics. Specifically, complex I in E. coli comprises 

only 14 subunits (versus 45 in humans) and 

binds not only CoQ but also menaquinone, 

or vitamin K
2
, a CoQ lacking methoxy groups 

that is not synthesized in humans. Also, al-

though some fungi contain a complex I en-

zyme that is similar to that in mammals (6), 

S. cerevisiae does not; instead, it contains two 

unrelated NADH dehydrogenases (7). It might 

be useful to explore mitochondrial membrane 

fluidity in one of these other fungi.

Another aspect of the CoQ-diffusivity 

connection that is still unclear is its role in 

electron transfer as a component of “super-

complexes” (also called “respirasomes”). In 

higher organisms, including humans, com-

plexes I, III, and IV can co-assemble into su-

percomplexes (8), but neither E. coli nor S. 

cerevisiae contain supercomplexes that incor-

porate a relevant complex I analogous to that 

in humans (7, 9). This is important because 

complex I contains a channel that allows 

for the entry of CoQ and the exit of reduced 

CoQH
2
 for transfer of electrons to complex 

III. In the supercomplex, there is essentially 

no lipid barrier to this transfer, and the prox-

imity of complexes I and III in the supercom-

plex could mean that if CoQ redox turnover is 

increased, it occurs via a  non–lipid-mediated 

mechanism, although currently there is no 

evidence to support this (10). However, even 

in this situation there still may be an appre-

ciable degree of viscosity-mediated control of 

electron transfer to complex III, as there is 

“free” complex I in the mitochondrial inner 

membrane, as well as “free” complex II, which 

is not a component of the supercomplex.

The identification of CoQ as a rate-limiting 

molecule in electron flow along the respi-

ratory chain not only has relevance for our 

understanding of the basic biology and bio-

physics of aerobic energy metabolism, but 

has medical implications as well. There are 

a number of human diseases associated with 

CoQ
10

 deficiency (human CoQ has a hydro-

phobic side chain composed of 10 isopren-

oid subunits), both primary (for example, 

mutations in CoQ biosynthesis genes) and 

secondary (for example, CoQ
10

 deficiency as 

a downstream consequence of other causes) 

(11), with attempts to ameliorate them by 

treating with CoQ
10

 or with CoQ analogs, 

such as MitoQ and EPI-743 (12). Thus, the 

role of membrane fluidity in controlling the 

efficiency of OxPhos in mammals, both in 

normal (13) and diseased (14) states, is an 

important but relatively unexplored aspect 

of aerobic energy metabolism that deserves 

further investigation. j
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By Jesus M. Gomez-Salinero and 

Shahin Rafii

E
ndothelial cells (ECs) cover the in-

ner wall of blood and lymph vascula-

ture in normal and malignant tissues. 

It is widely appreciated that ECs are 

endowed with unique phenotypic, 

structural, functional, and angiocrine 

secretory attributes, generating specialized 

vascular subpopulations with organotypic 

and diseased-tissue signatures (1, 2). To 

achieve this high level of organ and tumor 

heterogeneity, ECs have acquired malleable 

cellular features that allow them to adapt to 

normal physiological stressors and to pro-

mote tissue homeostasis and regeneration. 

This is exemplified during liver regeneration 

in which defined angiocrine (meaning EC-

derived) signals from liver sinusoidal ECs ini-

tiate and resolve liver regeneration through 

paracrine signaling to hepatocytes. By con-

trast, stressed and irritated ECs maladapt 

to a pathological microenvironment, such 

as inflamed or chronically injured tissues, 

favoring fibrosis and tumorigenesis. Thus, 

EC adaptive functions have beneficial or det-

rimental effects in organ physiology. Under-

standing the molecular determinants of EC 

adaptability could reveal therapeutic targets 

to facilitate wound healing without fibrosis, 

combat tumorigenesis, or develop efficacious 

strategies for organ regeneration, long-term 

engraftment of bioartificial organs, and tis-

sue transplantation.

Endothelial cells manifest at least two 

modes of plasticity: cellular and functional. 

Cellular plasticity encompasses their capac-

ity to generate different EC types (in arteries, 

veins, or capillaries) and even nonvascular 

cell types, including hematopoietic cells and 

parenchymal cells (3). During development 

and in adulthood, this plasticity is regulated 

in part by the induction of organotypic tran-

scription factors (TFs) that instruct ECs to 

transition into defined cellular states. Discov-

ery of the molecular pathways that master-

mind the cellular plasticity of ECs has paved 

the way for designing strategies to generate 

adult hematopoietic stem cells in vitro. For 

example, identification of four TFs, collec-

tively termed FGRS TFs, has enabled in vitro 

reprogramming of adult human and mouse 

ECs by transducing them with FGRS TFs into 

engraftable hematopoietic stem cells for the 

treatment of blood disorders (4). Identifying 

other pioneer TFs that direct conversion of 

ECs to nonvascular cell types will advance 

the field of direct reprogramming for thera-

peutic organ regeneration.

Functional plasticity refers to the capacity 

of ECs to tailor and adapt cellular processes 

to completely different tissue-specific chores, 

such as sustaining the blood-brain barrier or 

adjusting the dynamic filtration function of 

liver sinusoids and kidney glomeruli. The tis-

sue-specific specialization of ECs orchestrates 

organogenesis during development, stem cell 

homeostasis, and regeneration throughout 

adulthood. The precise mechanism by which 

ECs acquire this level of heterogeneity is 

unknown and could be mediated by as yet 

unrecognized intrinsic genetic and epigen-

etic regulators governed by signals relayed 

from the extrinsic microenvironment. These 

signals emanate from the immediate sur-

rounding microenvironment, including non-

vascular cells, extracellular matrix, metabolic 

signals, and biomechanical forces. Chronic 

stressors, such as inflammatory and injury 

signals, elicit an aberrant vascular response, 

setting the stage for fibrosis, organ dysfunc-

tion, and tumorigenesis (3). 

On the contrary, during regeneration, 

angiocrine cues supplied from activated 

ECs in response to injury of surround-

ing tissue orchestrate  scar-free regenera-

tion. For example, release of angiogenic 

factors by neighboring parenchymal cells 

induces liver ECs to deploy angiocrine 

factors, such as angiopoietin-2 (ANG2) , 

R-spondin-3 (RSPO3), and WNT9B, that sus-

tain hepatic homeostasis; or angiocrine secre-

tion of hepatocyte growth factor (HGF) and 

WNT2 from liver ECs that mediate mouse 

liver regeneration after partial hepatectomy 

(1, 5). In response to injury, lung epithelial 

cells produce vascular endothelial growth fac-

tor A (VEGF-A) and fibroblast growth factors 

(FGFs) that activate lung ECs to supply matrix 

metalloprotease–14 (MMP14) and bone mor-

phogenetic protein 4 (BMP4) and increase 

the bioavailability of epidermal growth factor 

(EGF) ligands and thrombospondins, thereby 

igniting lung epithelial regeneration (1, 6) (see 

the figure). Similarly, tissue-specific ECs sup-

ply defined angiocrine factors that contribute 

to organogenesis and metabolic homeostasis 

of other organs, including pancreas, myo-

cardium, central nervous system, and even 

reproductive organs, including testes  and 

ovaries (1). Notably, at steady state and dur-

ing organ regeneration, microenvironmental 

cues program ECs to establish a nurturing 

vascular niche to choreograph self-renewal 

and differentiation of tissue-specific stem 

cells, including hematopoietic, spermato-

gonial, and neural repopulating cells (1, 7). 

Similarly, excessive release of tumor vascular 

niche–derived angiocrine factors supports the 

emergence of tumor-initiating cells (which 

have stem cell–like properties) that promote 

chemoresistance (8). 

During organ repair, aberrant signals 

might corrupt the regenerative functions of 

ECs, leading to fibrosis and tumorigenesis. 

Persistent stress-induced stimulation of ECs 

could alter the organ-specific function of 

ECs, favoring scarring through a maladapta-

tion process, including endothelial-to-mesen-

chymal transition (3), whereby ECs acquire 

fibroblastic features. An association between 

several chronic diseases and deregulated en-

dothelium has recently been established, for 

instance, in dementia or cardiovascular dis-

eases (9, 10). Mechanistically, differential sig-

naling pathway activation in ECs can favor 

fibrosis over regeneration. For example, in 

the liver, differential activation of the C-X-C 

chemokine ligand 12 (CXCL12) cognate recep-

tors, with CXCR7 predominantly expressed 

over CXCR4, on ECs induces expression of 

angiocrine factors that promote healing 

without fibrosis (7). By contrast, chronic in-

flammation caused by the ligation of biliary 

ducts results in dominant CXCR4 activation 

over CXCR7, which promotes healing with 

profibrotic changes. These dichotomous re-

sponses of liver ECs indicate that differential 

expression and activation of specific inflam-

matory receptors on ECs could relay external 

cues in favor of regeneration instead of fibro-

sis and vice versa.

Stress-induced responses of ECs also play 

important roles in promoting cancer at the 

expense of regeneration. The malleability of 

ECs forces them to participate in two-way 

cross-talk with their disrupted microenviron-

ment, inducing the release of abnormal an-

giocrine factors and thereby setting the stage 

for tumorigenesis and tumor growth. For ex-

ample, the excessive and dysregulated release 

of FGF4 by tumor cells triggers the expression 

of the E26 transformation-specific TF ETS2 

REGENERATION

Endothelial cell adaptation in regeneration
Tissue-specific endothelial cells maintain organ homeostasis and instruct regeneration
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and the cell surface receptor Jagged-1 in the 

tumor endothelium. This maladaptive EC re-

sponse activates the angiocrine release from 

ECs  of protumorigenic insulin-like growth 

factor 1 (IGF1) and decreases expression of 

antitumorigenic IGF binding protein IGFBP7, 

reinforcing aggressive and chemoresistant tu-

mor growth (8). Moreover, ECs in distant, non-

cancerous organs can respond to the signals 

supplied by tumor cells, thereby facilitating   

metastasis through the activation of Notch 

and the expression of vascular cell adhesion 

molecule 1 (VCAM1) on the distal endothe-

lium (11). These tumor-associated changes 

in the endothelium favor the persistence of 

invasiveness and treatment-refractory cancer 

stem cells. Therefore, tumor EC–derived an-

giocrine factors or their triggers are potential 

druggable anticancer targets.

The intrinsic malleability of ECs makes 

them ideal for regenerative medicine, as 

does their localization in vessel walls, allow-

ing easy access to infused drugs, and their 

expression of organ-specific markers allows 

the development of strategies to modulate 

the function of specific EC types. Further-

more, EC regeneration has potential for the 

treatment of aged organs . For example, oxi-

dative stress leads to attrition of ECs, which 

increasingly occurs with age, altering  hema-

topoietic stem cell activity and perturbing 

lineage differentiation. Notably, intravenous 

transplantation of ECs from young mice can 

revert this phenotype in aged mice (12, 13). 

Moreover, epigenetic manipulation of human 

blood-circulating  EC progenitors transiently 

augments vasculogenesis after ischemia (14). 

Rejuvenation of the senescent EC state, by 

the infusion of specific as yet unrecognized 

cytokines or the infusion of young ECs, could 

set the stage for the treatment of aging-asso-

ciated maladies.

Uncovering the molecular determinants 

of EC adaptability could enable deconvolu-

tion of the intricate pathways that drive adult 

organ repair that has defied developmental 

biologists for decades. For example, although 

development of in vitro techniques, such as 

tissue-specific organoids and organ-on-a-

chip models, have enhanced our understand-

ing of tissue morphogenesis, these models 

do not fully explain the mechanism for the 

resistance of certain tissues such as lung, 

heart, intestines, and kidneys to self-repair. 

The development of vascularized organoids 

will not only allow deciphering of the path-

ways that choreograph tissue repair, but also 

enable manufacturing of mini-organs for 

regenerative medicine and facilitate their 

long-term in vivo engraftment. Additionally, 

vascularized tumoroids (tumor organoids) 

could be developed to evaluate the influence 

of different drugs in the emergence of can-

cer during organ regeneration processes, as 

ECs have a primary role in tumor develop-

ment and expansion (8). Clearly, innovating 

techniques to generate adaptable autologous 

ECs that can arborize organoids may lead to 

transformative therapeutic paths in the near 

future. However, engineering of long-lived, 

responsive, and malleable organotypic ECs 

from, preferably, patient ECs is necessary and 

a main challenge to overcome. 

Decellularized human organ scaffolds are 

another area of active regenerative medi-

cine investigation to enable organ replace-

ments. This approach has been hampered by 

the lack of proper seeding of adaptable ECs 

within the narrow confines of decellularized 

capillaries. This is a major problem because 

placement of current decellularized scaffolds 

in patients often results in poor functional 

recovery due to poor vascularization. Popu-

lating the decellularized matrix with durable 

and adaptable ECs will enhance the life span 

and improve the survival of these potentially 

lifesaving implants (15).

Translation of these concepts to the clini-

cal setting poses a herculean task and is com-

pounded by two major obstacles: social and 

scientific. From a social standpoint, one of 

the main obstacles to overcome is the ram-

pant proliferation of pseudoscientific clinics 

and stem cell tourism that promise false hope 

to desperate patients (16). Their unsuper-

vised approach without regulatory oversight 

could adversely affect the health of patients 

because nonvalidated treatments may delay 

the approval of evidence-based treatments. 

From a scientific perspective, capitalizing on 

the regenerative and rejuvenating functions 

of ECs by employing tissue-specific TFs, the 

conversion of autologous adult ECs into or-

ganotypic ECs, and vascularizing organ mod-

els in vitro so that they reach human size will 

lead to innovative therapeutic strategies. For 

example, these approaches could open the 

door to the development of artificial organs 

for transplantation, as well as the manufac-

ture of human organs in donor animals. Im-

portantly, one of the main limitations yet to 

be circumvented is the development of non-

immunogenic organs. 

Notwithstanding these caveats, translation 

to the regeneration field could be augmented 

by formulating standard procedures to in-

corporate vascular networks within implants 

that can sustain their long-term engraftment 

and provide the proper tissue-specific angio-

crine signals to drive organ repair without 

scarring and tumorigenesis. Achievement of 

these goals will bring us closer to fulfilling 

the promise of regenerative medicine to treat 

millions of disabled patients worldwide who 

need organ replacement. j
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Endothelial cells in organ regeneration
Endothelial  cells (ECs) are key mediators in the regulation of organ physiology and malignant cell 

pathophysiology. They form vascular conduits and also supply angiocrine factors (such as WNTs, HGF,  and 

MMPs) that regulate organ homeostasis. Under stress conditions, ECs can maladapt, supplying factors 

that promote the development of fibrosis, cancer, and other maladies. The use of tissue-specific ECs will be 

essential to choreograph functional organ regeneration and repair.
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By Murray Campbell

F
rom the earliest days of the computer 

era, games have been considered impor-

tant vehicles for research in artificial in-

telligence (AI) (1). Game environments 

simplify many aspects of real-world 

problems yet retain sufficient complex-

ity to challenge humans and machines alike. 

Most programs for playing classic board 

games have been largely human-engineered 

(2, 3). Sophisticated search methods, complex 

evaluation functions, and a variety of game-

specific tricks have allowed programs to sur-

pass the best human players. More recently, 

a learning approach achieved superhuman 

performance in the hardest of the classic 

games, Go (4), but was specific for this game 

and took advantage of human-derived game–

specific knowledge. Subsequent work (5) re-

moved the need for human knowledge, and 

additional algorithmic enhancements deliv-

ered further performance improvements. On 

page 1140 of this issue, Silver et al. (6) show 

that a generalization of this approach is effec-

tive across a variety of games. Their Alpha-

Zero system learned to play three challenging 

games (chess, shogi, and Go) at the highest 

levels of play seen.

AlphaZero is based on reinforcement learn-

ing (7), a very general paradigm for learning 

to act in an environment that rewards useful 

actions. In the case of board games, the learn-

ing agent plays moves in the game and is 

typically trained by playing large numbers of 

games against itself. The first major success 

for reinforcement learning and games was 

the TD-Gammon program (8), which learned 

to play world-class backgammon in the early 

1990s by using neural networks. More re-

cently, deep (many-layer) neural networks 

were combined with reinforcement learning 

in an approach dubbed “deep reinforcement 

learning,” which received widespread interest 

after it was successfully applied to learn Atari 

video games directly from screen input (9).

 The approach described by Silver et al. 

augments deep reinforcement learning with 

a general-purpose searching method, Monte 

Carlo tree search (MCTS) (10). Although 

MCTS has been the standard searching 

method used in Go programs for some time, 

until now, there had been little evidence of its 

value in chess or shogi programs. The stron-

gest programs in both games have relied on 

variations of the alpha-beta algorithm, used 

in game-playing programs since the 1950s. 

 Silver et al. demonstrated the power of 

combining deep reinforcement learning 

with an MCTS algorithm to learn a variety 

of games from scratch. The training method-

ology used in AlphaZero is a slightly modi-

fied version of that used in the predecessor 

system AlphaGo Zero (5). Starting from ran-

domly initialized parameters, the neural net-

work continually updates the parameters on 

the basis of the outcome of self-play games. 

AlphaZero learned to play each of the three 

board games very quickly by applying a large 

amount of processing power, 5000 tensor 

processing units (TPUs), equivalent to a very 

large supercomputer. 

Once trained, evaluating the systems is not 

entirely trivial, and there are many pitfalls 

that can affect the measurements. Silver et 

al. used a large variety of testing conditions 

which, taken together, provide convincing 

evidence of the superiority of the trained sys-

tems over the previous state-of-the-art pro-

grams. Some of the early test games played 

between AlphaZero and the chess program 

Stockfish were released to the public and cre-

ated something of a sensation in the chess 

community, with much analysis and com-

mentary on the amazing style of play that Al-

phaZero exhibited (see the figure). Note that 

neither the chess or shogi programs could 

take advantage of the TPU hardware that 

AlphaZero has been designed to use, making 

head-to-head comparisons more difficult. 

Chess, shogi, and Go are highly complex 

but have a number of characteristics that 

make them easier for AI systems. The game 

state is fully observable; all the information 

needed to make a move decision is visible to 

the players. Games with partial observability, 

such as poker, can be much more challenging, 

although there have been notable successes 

in games like heads-up no-limit poker (11, 12). 

Board games are also easy in other important 

dimensions. For example, they are two-player, 

zero-sum, deterministic, static, and discrete, 

all of which makes it easier to perfectly simu-

late the evolution of the game state through 

arbitrary sequences of moves. This ability to 

easily simulate future states makes MCTS, 

as used in AlphaZero, practical. Multiplayer 

video games such as StarCraft II (13) and Dota 

2 (14) have been proposed as the next game-

playing challenges as they are partially ob-

servable and have very large state spaces and 

action sets, creating problems for AlphaZero-

like reinforcement learning approaches. 

Games have been popular research do-

mains in AI in part because it is easy to 

identify games in which humans are better 

than computers. Chess, shogi, and Go are 

immensely complex, and numerous human 

players have devoted much of their lives to 

understanding and playing these games at 

the professional level. The AlphaZero ap-

proach still has limitations that could be 

addressed (for example, large computa-

tional requirements, brittleness, and lack 

of interpretability), but this work has, in ef-

fect, closed a multidecade chapter in AI re-

search. AI researchers need to look to a new 

generation of games to provide the next set 

of challenges. j
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Contemplating the next move 
In the game between AlphaZero (white) and 

Stockfish (black), there were several moves that were 

reasonable for AlphaZero to consider. After 1000 

move-sequence simulations, the red moves were 

rejected, and after 100,000 simulations, AlphaZero 

chose the blue move over orange.
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orporate Average Fuel Economy 

(CAFE) and greenhouse gas (GHG) 

emissions standards for passenger 

vehicles and light trucks have long 

been a centerpiece of the U.S. strategy 

to reduce energy use and GHG emis-

sions and increase energy security. Under 

the authority of the Energy Independence 

and Security Act, the Environmental Protec-

tion Agency (EPA), and the National High-

way Traffic Safety Administration (NHTSA) 

jointly set GHG and CAFE standards to 

reach 55 miles per gallon by 2025. A 2016 

draft technical assessment report (TAR) 

affirmed by the EPA in January 2017 con-

cluded that the 2022–2025 standards were 

technologically feasible and that benefits 

far exceeded costs. But under the current 

administration, those agencies are now chal-

lenging that conclusion in a 2018 Notice of 

Proposed Rulemaking (NPRM), which pro-

poses freezing standards at model year (MY) 

2020 levels through 2025. Its analysis finds 

that the costs of the previous standards now 

exceed benefits. With the agencies currently 

in the process of determining whether the 

rule should be finalized, we describe how the 

2018 analysis has fundamental flaws and in-

consistences, is at odds with basic economic 

theory and empirical studies, is misleading, 

and does not improve estimates of costs and 

benefits of fuel economy standards beyond 

those in the 2016 analysis. 

A COMPREHENSIVE PROTOCOL

A benefit-cost analysis (see table S1) for fuel 

economy standards grounded on basic eco-

nomic principles must consider the behavior 

of consumers and automakers as well as keep 

account of several externalities (1). It must 

consider a range of parameter values and 

assumptions to account for inherent uncer-

tainty as well as the impact of related policies 

that determine the relevant baseline against 

which the standards are compared.

Modeling consumer behavior should in-

clude the purchase of general goods and 

new or used vehicles. Consumers trade off 

vehicle prices for various vehicle attributes 

(for example, performance, safety features, 

seating capacity, and so on). They also de-

cide how much to drive and whether to 

keep or scrap their older vehicles.

A comprehensive analysis would allow 

automakers to comply with standards by 

adjusting vehicle prices, improving fuel econ-

omy, and altering performance and other ve-

hicle attributes (2–5). It would also recognize 

that technology is determined by automaker 

investments, while accounting for learning-

by-doing and knowledge spillovers that, over 

time, may lower the compliance costs.

Modeling of the interaction between new 

and used vehicle markets is critical to deter-

mine the resulting size of the total fleet and 

its composition, as well as the prices of ve-

hicles (relative to the price of other goods). 

Prices, fuel economy, and other attributes 

determine the total cost of ownership, which 

affects total vehicle miles traveled (VMT), as 

well as willingness to pay for vehicles (1, 6). 

A comprehensive protocol should also 

consider costs and benefits that arise from 

“external effects,” including GHG emissions, 

energy security, local air pollution, safety, 

and traffic congestion (7), which are af-

fected by fleet size and its composition and 

the total number of miles driven.

In the case of safety, four additional 

outcomes are relevant: changes in vehicle 

weights and sizes, distribution of weights 

and sizes in the entire fleet, distribution of 

vehicle vintage, and sorting of individuals 

into vehicles on the basis of their risk pref-

erences, risk profiles, and preferences for 

other vehicle attributes (8–10). 

Valuation parameters are critical for 

converting impacts into costs and ben-

efits. The value of a statistical life is used 

to value fatalities, whereas the social cost 

of carbon is used for valuing the benefits 

of reduced gasoline use (11, 12). Other 

valuation parameters reflect the value 

of energy security and the health costs 

of tailpipe emissions. A comprehensive 

protocol should also account for other fac-

tors, including changes in gasoline prices 

over time. 

TWO FLAWED ANALYSES

Both the 2016 and 2018 analyses deviate 

from the comprehensive protocol outlined 

above because they do not explicitly model 

consumer choices and tend to miss impor-

tant trade-offs between general consump-

tion, vehicle choice, and VMT. On the supply 

side, the modeling of the new and used car 

markets does not fully consider important 

interactions between these markets. As a 

consequence, multimarket adjustments, 

and resulting outcomes such as the size of 

the fleet, fleet composition, and prices of 

vehicles, are captured imperfectly. Incom-

plete accounting for such adjustments also 

affects the magnitudes of the external costs 

and benefits. 

The 2018 analysis did attempt to incor-

porate several channels of adjustment that 

were missing from the 2016 TAR (see table 

S1, fourth column). However, the most im-

pactful channels were added in an ad hoc 

way that runs afoul of the proposed proto-

col outlined above, existing research, and 

basic economic principles. As a result, the 

changes in the 2018 NPRM are misleading. 

Although we do not endorse the 2016 TAR, 

the 2018 analysis failed to advance our un-

derstanding of the true costs and benefits of 

fuel economy standards. 

ENVIRONMENTAL ECONOMICS

Flawed analyses of U.S. auto 
fuel economy standards
A 2018 analysis discarded at least $112 billion in benefits 
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There are stark differences between the 

costs and benefits assigned to the 2022–

2025 standards in the 2016 and 2018 analy-

ses, reflecting differences in assumptions. 

The figure shows the costs and benefits 

from the affirmed 2022–2025 CAFE stan-

dards, relative to the proposed rollback 

levels as calculated by the agencies [see 

supplementary materials (SM) section G for 

the GHG emissions standards]. To interpret 

impacts of a rollback of the standard in the 

context of the figure, one should change 

the signs of all costs and benefits. For the 

CAFE standard, the 2016 review finds a net 

benefit of $87.6 billion, whereas the 2018 

analysis finds a net loss of $176.6 billion. 

Or, in other words, the proposed rollback 

of the standard (relative to existing levels) 

would generate a net benefit based on the 

assumptions made in the 2018 analysis and 

a net loss based on the 2016 analysis; for the 

GHG emissions standard, the 2016 review 

finds a net benefit of $97.2 billion, whereas 

the 2018 analysis finds a net loss of $200.6 

billion (see the SM for details).

The 2018 analysis reports benefits that 

are roughly twice as high as those in the 

2016 analysis, primarily from benefits ow-

ing to lower driving costs that increase miles 

traveled that consumers value (that is, the 

rebound effect). The 2018 analysis doubles 

the magnitude of the rebound effect despite 

recent literature estimating smaller rebound 

effects (see the SM for details). Whereas in 

the NPRM analysis, the higher rebound effect 

hardly affects net benefits—as additional ben-

efits from avoided car crashes under the roll-

back are offset by lost benefits from reduced 

VMT—it doubles the number of avoided fa-

talities generated by this effect, contributing 

to a total of 12,700 lives. The assumption re-

garding the higher rebound effect may lead 

to unfounded concerns about unintended 

safety consequences of the current standards.

Accounting only for domestic benefits 

from reducing carbon emissions (ignoring 

international benefits) scaled down the social 

cost of carbon from $48 per metric ton to $7 

per metric ton, reducing GHG benefits from 

$27.8 billion in 2016 to $4.3 billion in 2018. 

A more minor difference is that the analyses 

make slightly different assumptions about 

the extent to which consumers value future 

fuel savings from driving a more fuel-efficient 

car (see SM section C for further discussion 

of the impact on net benefits). 

SIX MILLION MISSING USED CARS

A central difference between the 2016 and 

2018 reports is the projection of the total 

fleet size of cars and light-duty trucks. Eco-

nomic theory predicts that tighter standards 

make new vehicles more expensive, on aver-

age. This also translates into more expen-

sive used vehicles, on average, because they 

are substitutes for new vehicles (6). As a 

consequence, as standards increase vehicle 

prices, total fleet size should decrease over 

time. Conversely, a rollback should lead to 

increased demand for vehicles, resulting in 

a larger fleet that will be newer, on average.

By contrast, the 2018 proposal argues 

that the rollback in standards will shrink 

the overall fleet by 6 million vehicles in 

the year 2029, compared with the current 

standards. This is inconsistent with basic 

economic principles. If prices of vehicles 

decrease (relative to other general-purpose 

goods), we expect more individuals to pur-

chase vehicles and drive them rather than 

use other modes of travel. The 2018 NPRM 

analysis reaches the opposite conclusion 

based on ad hoc integration of a newly de-

veloped vehicle scrappage model with the 

NHTSA’s Volpe model (the CAFE Compli-

ance and Effects Modeling System). 

We have identified two major shortcom-

ings of this approach. First, this newly de-

veloped model departs substantially from 

state-of-the-art vehicle scrappage models (6, 

13) (see the SM for further details). Second, 

in relation to the comprehensive framework, 

the 2018 NPRM does not account for changes 

in used vehicle prices that result from inter-

actions between new and used car markets as 

a result of the standard (see the SM for addi-

tional discussion). As a result, this new model 

violates simple economic principles; leads to 

misleading conclusions related to the overall 

size of the fleet, fleet composition, and the 

amount of scrappage; and undermines EPA 

and NHTSA modeling efforts to improve the 

understanding of the costs and benefits of 

fuel economy standards. 

These 6 million “missing” vehicles have 

important implications. A larger fleet leads 

to higher miles driven, gasoline use, and ex-

ternal costs. Total driving, excluding the re-

bound effect, should increase (as opposed to 

decrease) with the rollback relative to keeping 

the previous standards. Driving scales with 

fleet size, and newer cars are driven more. 

As VMT increases, gasoline consumption 

and the external effects of GHG emissions, 

local air pollution, traffic fatalities, conges-

tion, and energy security of the rollback will 

be larger than reported in the 2018 analysis, 

potentially by considerable amounts. 

Crash fatalities and injuries can increase 

(as opposed to decrease) with the rollback. 

The 2018 analysis concludes that the roll-

back will result in a $90.7 billion gain from 

reduced fatalities and property damages, a 

result driven almost exclusively by a 2.4% re-

duction in fleet-wide VMT (changes in fleet 

composition play a minor role in the 2018 

analysis). If we hold fleet size fixed (adding 

back the missing 6 million used cars), this 

$90.7 billion gain is likely to fall to near zero. 

This is a conservative calculation and should 

be interpreted as a lower bound, because we 

anticipate that rollback would cause the fleet 

to grow, possibly driving this term below zero 

(see the SM for further details). 

COMPLIANCE COST INCONSISTENCIES

The EPA and NHTSA estimate costs of hun-

dreds of different fuel-saving technologies 

and model how manufacturers will add these 

technologies and combinations of technolo-

gies using least-cost algorithms. For the 2016 

TAR analysis, the estimates of costs by the 

EPA for GHG standards are less than half of 

the costs for the same rule estimated by the 

NHTSA for CAFE standards. This is in part 

because the EPA assumes that California and 

other states’ Zero Emission Vehicle (ZEV) 

mandate will be in place in future years. With 

many electric vehicles already in the fleet, 

the incremental cost of meeting the higher 

fuel economy standards of the federal rule is 

considerably lower. The NHTSA implicitly as-

sumes that there is no ZEV mandate, which 

leads to higher calculated costs. The 2018 

NPRM does the same. 

For a clearer comparison of technology 

costs, we focus on differences in the NHTSA’s 

estimates of costs in the 2016 and 2018 analy-

ses (see the figure). According to the NHTSA, 
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2016 and 2018 benefit-cost 
analyses of CAFE standards
Stark differences between the 2016 and 2018 

estimates reflect fundamental flaws 

and inconsistencies in the 2018 analysis. 

See supplementary materials.
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the 2018 costs are more than two times higher 

than the earlier TAR costs. Some of the cost 

differences are a result of plausible changes 

in economic conditions, such as an increase 

in future new vehicle sales owing to higher 

income growth and lower gasoline prices. 

Another important difference, however, is 

due to the fact that the agencies changed the 

model years affected by the standards in the 

2018 analysis. In the 2016 analysis, the costs 

of the MY 2022–2025 standards are assessed 

relative to a baseline fixed at MY 2021 levels. 

By contrast, the 2018 NPRM argues that the 

standards should be frozen a year earlier and 

compares the costs of meeting the existing 

standards for MY 2021–2025 relative to stan-

dards fixed at the MY 2020 level. The agen-

cies claim that the previous standards are no 

longer feasible and appropriate, but they do 

not even examine the technology costs for 

this change in the standards in the 2018 as-

sessment of alternatives. We can show, how-

ever, that this change accounts for roughly 

12% of the difference in costs for the 2016 

and 2018 standards (see the figure; for more 

discussion of this point, see the SM]. 

Notwithstanding these differences, we 

still find that reported per-vehicle costs 

with the GHG emissions standards are 

about 80 to 150% higher for MY 2022–2025 

vehicles in the 2018 proposal than in the 

2016 NHTSA analysis (see fig. S3 for de-

tails). In addition to the difference in model 

years being regulated, four other main fac-

tors account for these cost differences.

First, automakers can comply with the 

regulations by transferring fuel economy 

“credits” between their passenger car fleet 

and their light-truck fleet, so that if one fleet 

overcomplies with the regulations, the other 

can undercomply within some limit. Credit 

transferring is also possible across years, so 

that if an automaker exceeds fuel economy 

performance in one year, it can meet a less 

stringent standard in another year. But 

these flexibilities were not included in the 

2018 analysis for MY 2021–2025 (although 

credit transferring was possible from years 

before 2021), raising the estimated costs. 

The NHTSA is prohibited by statute from 

considering all of these flexibilities in the 

setting of standards, whereas the EPA is not 

subject to this restriction. In the 2016 TAR, 

compliance flexibilities were included in 

the NHTSA analysis but did not influence 

the setting of the standards. 

Second, the 2018 analysis removed some 

projected future technology options that 

were considered in the 2016 analysis (for ex-

ample, Atkinson engines with cylinder deac-

tivation and exhaust recirculation). Omitting 

these projected lower-cost options, the 2018 

analysis predicts that a substantially higher 

deployment of more-expensive technologies 

is necessary to meet the standards: 24% of 

vehicles in the 2018 analysis are projected to 

be strong hybrids by MY 2025, whereas only 

2.6% are in the 2016 analysis. 

Third, the analysis assumes that longer 

time periods are required to redesign many 

vehicles to meet the standards in a given 

year, requiring manufacturers to add fuel-

saving technologies earlier, thereby incur-

ring higher costs for more years. 

Fourth, the specified costs for electri-

fied vehicles are considerably higher (20 

to 50%) than in the 2016 analysis owing to 

different battery assumptions (for example, 

electrode thickness limited to 100 microns) 

and including additional vehicle electrifica-

tion components (for example, liquid cool-

ing systems) recommended by the National 

Academies (14). In summary, although some 

of the changes in technology assumptions 

in the 2018 analysis are plausible, overall 

it uses pessimistic assumptions of future 

technology availability and performance 

compared with the 2016 analysis.

SAFETY VALVE INSTEAD OF ROLLBACK

We conclude that the 2018 analysis has sev-

eral fundamental flaws and inconsistencies. 

In addition to the points we have raised, 

others have articulated why a global, rather 

than a domestic, social cost of carbon is the 

appropriate parameter to value GHG emis-

sions reductions (11, 12), and we agree. Us-

ing a global estimate of the social cost of 

carbon and the correct impact of changes 

to total fleet size reduces the net benefits 

of the rollback for the CAFE standard (from 

$176 billion to $64 billion). Or, in other 

words, at least $112 billion was discarded 

in the 2018 analysis. Furthermore, of this, 

at least $88.3 billion comes from account-

ing for the missing 6 million cars. For the 

rollback to have negative net benefits, one 

only needs to reduce the 2018 technology 

costs by 26%, which still doubles the costs 

from the 2016 analysis; using the technol-

ogy costs from the 2016 analysis implies 

that the standard will have large positive 

net benefits. In general, these conclusions 

also apply to the GHG emissions standard 

(see the SM for further details). 

Under any scenario, the case for a roll-

back could be made if compliance costs are 

sufficiently high, but both the 2016 TAR and 

2018 NPRM have likely overestimated com-

pliance costs. Neither analysis considers 

the full extent of options that manufactur-

ers have available to respond to these poli-

cies, including changes in vehicle prices, 

performance, and other attributes. Relative 

to the 2016 TAR, the 2018 NPRM seems to 

compound this mistake, leading to greater 

overestimates of compliance cost by not ac-

counting for the full extent of banking and 

borrowing credits and by using pessimistic 

assumptions regarding technology costs. 

Given the substantial departure from a 

comprehensive protocol for benefit-cost anal-

ysis, we cannot conclude that the rollback 

will produce welfare gains, and we instead 

predict that it will result in unintended con-

sequences. For example, in anticipation of 

higher standards, automakers accumulated 

CAFE credits, which they intended to use in 

the future as a strategy for lowering compli-

ance costs. A rollback of the standard would 

lead to a de facto devaluation of these credits, 

penalizing automakers who have been lead-

ers in technological innovation. 

Furthermore, economic theory predicts 

that, for the same level of standard, costs of 

compliance decline as a result of learning-by-

doing and spillover benefits from technology 

development across automakers. Therefore, 

we see no economic justification to keep the 

standard flat from 2020 to 2025, even ignor-

ing the external societal benefits of the stan-

dard. Instead, standards should increase over 

time in stable and predictable ways.

We certainly recognize the inherent un-

certainty in estimating costs of compliance 

through technologies, but we recommend the 

introduction of a safety valve to address this 

concern, rather than a rollback. Safety valves, 

common in cap-and-trade programs, allow 

firms to purchase compliance credits at a pre-

determined price, effectively capping compli-

ance costs and allowing for less technology 

improvement if it turns out to be highly ex-

pensive (15). A rollback is an unnecessarily 

blunt way to achieve the same goal and intro-

duces regulatory uncertainty into an industry 

that needs to make long-run technological in-

vestments for the future.        j
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Model vs. experiment 
to predict crop losses
In their Report “Increase in crop losses 

to insect pests in a warming climate” 

(31 August, p. 916), C. A. Deutsch et al. 

use expected effects of higher tempera-

tures on insect metabolic rates to predict 

increasing rates of consumption by pests 

and increasing pest population densi-

ties. These predictions fail to recognize 

the complexity and idiosyncratic nature 

of plant-insect relationships. They do not 

take into account changes in plant defense, 

which can respond to both warming 

temperatures  and enhanced CO2
  (eCO2) 

in ways that harm some insects and help 

others (1, 2). Furthermore, Deutsch et al. 

assume that insects will develop predict-

ably faster in response to winter warming. 

However, warmer winters actually retard 

development in species whose springtime 

awakening requires accumulated winter 

chilling (vernalization) (3). Finally, Deutsch 

et al. assume that pest population dynamics 

are simple functions of developmental rates. 

We doubt this is realistic in the presence of 

temperature-sensitive predators and dis-

eases and in the context of pest control (4).

Deutsch et al. may have oversimplified 

the problem, but their concern is justified. 

Edited by Jennifer Sills In an experiment estimating effects of 

moderate warming on maize in Peru, 

commercial yield was reduced by more 

than 90% (far more than Deutsch et al.’s 

prediction), a reduction that was, indeed, 

ascribed mainly to increased herbivory (5). 

The question tackled by Deutsch et al. is 

extremely important, but the answers will 

vary among regions and be specific to each 

crop-pest interaction. We need experiments 

that compare yields of target crops in repli-

cated experimental treatments that simulate 

future conditions of both climate and eCO2
  

in the presence and absence of pests. These 

experiments seem not yet to exist (6). When 

they do, we should be able to generate bet-

ter-informed predictions, both of changes in 

crop yield and of the roles that insect pests 

will play in those changes. 
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Response 

Our Report draws attention to a complex 

but understudied issue: How will cli-

mate warming alter losses of major food 

crops to insect pests? Because empirical 

evidence on plant-insect-climate inter-

actions is scarce and geographically 

localized, we developed a physiologically 

based model that incorporates strong and 

well-established effects of temperature on 

metabolic rates and on population growth 

rates. We acknowledged that other factors 

are involved, but the ones we analyzed are 

general, robust, and global (1–3).

Parmesan and colleagues argue that 

our model is overly simplistic and that 

any general model is premature. They 

are concerned that our model does not 

incorporate admittedly idiosyncratic and 

geographically localized aspects of plant-

insect interactions. Some local effects, 

such as evidence that warmer winters will 

harm some insects but not others, were in 

fact evaluated in our sensitivity analyses 

and shown to be minor (see the Report’s 

Supplementary Materials). Other phenom-

ena, such as plant defenses that benefit 

some insects and threaten others, are 

relevant but are neither global nor direc-

tional. Furthermore, because Parmesan et 

al. present no evidence that such idio-

syncratic and localized interactions will 

outweigh the cardinal and universally 

strong impacts of temperature on popula-

tions and on metabolic rates (1–3), their 

conclusion is subjective. 

We agree with Parmesan and colleagues 

that the question of future crop losses is 

important and needs further study, that 

targeted experimental data are needed 

(as we wrote in our Report), and that our 

estimates are likely to be conservative (as 

we concluded, but for reasons different 

from theirs).  However, we strongly dis-

agree with their recommendation to give 

research priority to gathering localized 

experimental data. That strategy will only 

induce a substantial time lag before future 

crop losses can be addressed. 

We draw a lesson from models project-

ing future climates. Those models lack the 

“complexity and idiosyncratic nature” of 

many climate processes, but by building 

from a few robust principles, they suc-

cessfully capture the essence of climate 

patterns and trends (4). Similarly, we hold 

that the most expeditious and effective 

LETTERS

Insects affected 

by warming 

temperatures 

have reduced 

commercial maize 

yield in Peru.
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way to anticipate crop losses is to develop 

well-evidenced ecological models and use 

them to help guide targeted experimental 

approaches, which can subsequently guide 

revised ecological models. Experiments 

and models should be complementary, 

not sequential.
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No conflict of interest 
in data monitoring 
The News Feature “Hidden conflicts?” 

(C. Piller, 6 July, p. 16) alleges that after 

serving as a member of a Food and Drug 

Administration (FDA) advisory panel 

for a nominal per diem payment, I later 

received inappropriate payments from the 

manufacturer (AstraZeneca) for serving on 

and chairing data monitoring committees 

(DMCs) overseeing AstraZeneca-sponsored 

research. Those assertions are inaccurate. 

The universities conducting clinical tri-

als, not AstraZeneca, compensated DMC 

members for their time. More important, 

the OpenPayments database still reports 

inaccurate payments far in excess of the 

amount I received from the university. 

AstraZeneca has acknowledged that it mis-

takenly reported my name and attributed 

inaccurate amounts to me in its filing to 

the database and has agreed to correct 

these errors.

Serving on a DMC does not involve 

conducting research, and I did not conduct 

research on any drug for AstraZeneca after 

serving on the FDA panel. The DMCs on 

which I served oversaw the safety of par-

ticipants enrolled in two postapproval trials 

funded through research contracts with 

academic institutions, not contracts with 

AstraZeneca. Members of DMCs are required 

to act independently of trial sponsors; they 

are not investigators. Their responsibility 

is to ensure the safety of trial participants 

and scientific integrity of studies to advance 

research. In this case, the outcomes of both 

trials were unfavorable to AstraZeneca. 

Regardless of the outcome, however, I had 

no financial relationship with the company; 

the fees, which were nominal, came to me 

through the university. Serving on a DMC is 

not a conflict of interest but a public service. 

My role was to protect the interests of 

patients, science, and the public.

Jonathan L. Halperin
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transcribed but had no effect 

on transcriptionally silent genes 

such as transposable elements. 

The complex thereby counter-

acts the repression effect 

caused by transposon insertion 

in neighboring genes while leav-

ing transposons silent. Thus, 

by balancing both repressive 

and activating transcriptional 

effects, DNA methylation can 

act to fine-tune gene expres-

sion. —SYM

Science, this issue p. 1182

MATERIALS SCIENCE

Tunable materials 
respond to magnetic field
Although certain four-dimen-

sional (4D) printed materials 

can respond to external stimuli, 

these are hard to control or 

among South Asians with high 

parental relatedness, rather than 

most of the disorders arising 

from inherited variants, fewer 

than half had a recessive coding 

diagnosis. —LMZ

Science, this issue p. 1161

MOLECULAR BIOLOGY 

DNA methylation 
promotes transcription
DNA methylation generally 

represses transcription, but 

in some instances, it has also 

been implicated in transcrip-

tion activation. Harris et al. 

identified a protein complex in 

Arabidopsis that is recruited 

to chromatin by DNA methyla-

tion. This complex specifically 

activated the transcription of 

genes that are already mildly IM
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MICROBIOLOGY 

Actively persistent 
Salmonella
A proportion of Salmonella cells 

can enter a reversible state of 

growth arrest, which allows 

them to tolerate environmen-

tal stress such as antibiotics. 

Stapels et al. found that these 

cells are not dormant but 

are actively modulating their 

environment. Salmonella within 

their host macrophage niche 

deployed a specialized type 3 

secretory system called SPI-2 to 

deliver virulence factors, includ-

ing SteE, into host cells. SteE 

changed the cytokine profile 

of the infected macrophages 

to reprogram them into a 

noninflammatory and infection-

permissive state. Thus, when 

antibiotics were removed, the 

Edited by Stella Hurtley
I N  SC IENCE  J O U R NA L S
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Salmonella could reemerge and 

cause disease. —CA

Science, this issue p. 1156

HUMAN GENETICS 

Genetic architecture of 
developmental disorders
The genetics of developmental 

disorders (DDs) is complex. 

Martin et al. wanted to deter-

mine the degree of recessive 

inheritance of DDs in protein-

coding genes. They examined 

the exomes of more than 6000 

families in populations with high 

and low proportions of consan-

guineous marriages. They found 

that 3.6% of DDs in individuals 

of European ancestry involved 

recessive coding disorders, less 

than a tenth of the levels previ-

ously estimated. Furthermore, 

Fluorescence imaging 

of highly motile 

neuroblastoma cells 

in a mouse model

CANCER 

A systematic look at a 
childhood tumor

N
euroblastomas—the most common 

tumor type in infants—develop from 

fetal nerve cells, and their clinical course 

is highly variable. Some neuroblastomas 

are fatal despite treatment, whereas 

others respond well to treatment and some 

undergo spontaneous regression without 

treatment. Ackermann et al. sequenced more 

than 400 pretreatment neuroblastomas and 

identified molecular features that charac-

terize the three distinct clinical outcomes. 

Low-risk tumors lack telomere maintenance 

mechanisms, intermediate-risk tumors har-

bor telomere maintenance mechanisms, and 

high-risk tumors harbor telomere mainte-

nance mechanisms in combination with RAS 

and/or p53 pathway mutations. —PAK

Science, this issue p. 1165

Progress toward practical 
valleytronic devices   
Li et al., p. 1149
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feature long response times. 

Jackson et al. created tunable 

materials that can respond 

to an applied magnetic field 

by incorporating liquids that 

contain ferromagnetic mic-

roparticles into 3D-printed 

polymer tubes. In tests, these 

structures responded to a 

magnetic field in under a sec-

ond. The approach could see 

broad applications in fields that 

include soft robotics, trans-

portation systems, and smart 

wearable technology. —PJB

Sci. Adv. 10.1126/sciadv.aau6419 

(2018).

 IMMUNOLOGY

Optimal affinity
Germinal center (GC) B cells are 

essential to generating protec-

tive antibody responses and 

are selected through a process 

of affinity maturation. Kwak et 

al. now define intrinsic proper-

ties of human GC B cells that 

are critical to antigen affinity 

discrimination. They identified B 

cell antigen receptor–containing 

actin-rich pod-like structures 

that facilitated formation of 

highly stable immunological 

synapses and antigen internal-

ization when GC B cells engaged 

high-affinity antigens. These 

structures were important in 

setting thresholds for affinity 

selection and driving GC B cell 

responses. —CNF

Sci. Immunol. 3, eaau6598 (2018).

COMPUTER SCIENCE 

One program 
to rule them all 
Computers can beat humans 

at increasingly complex 

games, including chess and 

Go. However, these programs 

are typically constructed for a 

particular game, exploiting its 

properties, such as the sym-

metries of the board on which it 

is played. Silver et al. developed 

a program called AlphaZero, 

which taught itself to play Go, 

chess, and shogi (a Japanese 

version of chess) (see the 

Editorial, and the Perspective by 

Campbell). AlphaZero man-

aged to beat state-of-the-art 

Edited by Caroline Ash 

and Jesse Smith
IN OTHER JOURNALS

 NEUROSCIENCE

Inhibition in the fear-
learning circuitry
Many mental health disorders 

can be traced to abnormal asso-

ciative learning. The basolateral 

amygdala of the brain plays 

a central role in associative 

learning and the formation of 

emotional memories and moti-

vated behaviors. The relevance 

of the amygdala’s anatomical 

substructure for the acquisi-

tion of memories is less clear. 

Tipps et al. used neuron-specific 

chemogenetics to system-

atically probe the circuitry and 

signaling mechanisms involved 

in auditory fear learning in mice. 

Stimulating inhibitory inter-

neurons or inhibiting pyramidal 

cells was enough to induce an 

association between a behavior 

and an auditory cue. This under-

standing is key to developing 

programs specializing in these 

three games. The ability of 

AlphaZero to adapt to various 

game rules is a notable step 

toward achieving a general 

game-playing system. —JS

Science, this issue p. 1140;

see also pp. 1087 and 1118

BATTERIES 

Working toward 
fluoride batteries 
Owing to the low atomic weight 

of fluorine, rechargeable 

fluoride-based batteries could 

offer very high energy density. 

However, current batteries 

need to operate at high temper-

atures that are required for the 

molten salt electrolytes. Davis 

et al. push toward batteries that 

can operate at room tempera-

ture, through two advances. 

One is the development of 

a room-temperature liquid 

electrolyte based on a stable 

tetraalkylammonium salt–fluo-

rinated ether combination. The 

second is a copper–lanthanum 

trifluoride core-shell cathode 

material that demonstrates 

reversible partial fluorination 

and defluorination reactions. 

—MSL

Science, this issue p. 1144

QUANTUM MATERIALS 

Twisting a route for 
surface plasmons
Graphene is an atomically thin 

material that supports highly 

confined plasmon polaritons, or 

nano-light, with very low loss. 

The properties of graphene can 

be made richer by introduc-

ing and then rotating a second 

layer so that there is a slight 

angle between the atomic reg-

istry. Sunku et al. show that the 

moiré patterns that result from 

such twisted bilayer graphene 

also provide confined conduct-

ing channels that can be used 

for the directed propagation of 

surface plasmons. Controlling 

the structure thereby provides 

a pathway to control and route 

surface plasmons for a nano-

photonic platform. —ISO

Science, this issue p. 1153

Fire feedback 

explains the Miocene 

expansion of the 

grassland biome.

PALEOECOLOGY

Fire and grassland evolution

G
lobal grassland underwent a massive expansion in the 

late Miocene epoch, 5 million to 8 million years ago. 

Karp et al. examined the role of fire in this expansion, 

through measurements of fire-derived hydrocarbons 

and grass-diagnostic carbon isotopes in sediments in 

Pakistan. They found evidence of a simultaneous increase 

in seasonality of precipitation and the occurrence of regular 

fire along with the opening of the landscape and the expan-

sion of grasslands. Their results indicate that a grassland-fire 

feedback system was a key driver in the expansion of grass-

lands, a relationship that has remained an integral feature of 

this ecosystem ever since. —AMS

Proc. Natl. Acad. Sci. U.S.A. 115, 12130 (2018).
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therapies for diseases in which 

associative learning has been 

disrupted. —PRS

eNeuro 5, ENEURO.0272-

18.2018 (2018).

CELL BIOLOGY

Keeping a toehold 
on the matrix
Within our bodies, most tissues 

are organized in association 

with an extracellular matrix. The 

matrix keeps cells where they 

are supposed to be, and cells 

adhere to the matrix via integ-

rin-containing cell adhesions. 

During mitosis, cells round up 

and release their tight associa-

tion with the matrix. Lock et al. 

show that despite this, mitotic 

cells ensure that they retain 

their correct location by using 

a so-called reticular form of cell 

adhesion. A range of adherent 

cultured human cells was found 

to show this property. Reticular 

adhesions lack several com-

ponents of classical adhesion 

complexes, including talin and 

actin. A key constituent of retic-

ular adhesions is integrin b5, 

and a lack of it interfered with 

the retention of spatial localiza-

tion through normal mitotic cell 

divisions. —SMH

Nat. Cell Biol. 20, 1290 (2018).

OPTOELECTRONICS

Steering electrons 
in graphene
Guiding and controlling the move-

ment of electrons in solid-state 

systems is crucial for applications 

such as ultrafast electronics and 

the generation of high-harmonic 

light. Although such electronic 

control is readily achieved in 

semiconductors, metals and 

small-bandgap materials can 

pose more of a challenge. Heide 

et al. show that they can control 

the trajectory of electrons within 

the two-dimensional plane of 

graphene using a double pulse 

from a laser. Tuning the relative 

polarization between the two 

pulses by carefully varying the 

time delay between them allows 

the direction electron flow to be 

manipulated on femtosecond 

time scales. Such an optical tech-

nique offers a relatively simple 

route to study the electronic and 

topological properties of other 

two-dimensional materials on 

ultrafast time scales. —ISO

Phys. Rev. Lett. 121, 207401 (2018).

 PHYSICS

Identifying localization 
in two dimensions
Disordered interacting quan-

tum many-body systems can 

become hopelessly localized. 

This so-called many-body 

localization has been studied in 

one-dimensional systems. In two 

dimensions, experiments indicate 

that the localization persists, but 

because it is difficult to tell the 

difference between no thermal-

ization and slow thermalization, 

more theoretical work is needed. 

Relying on an approximate 

numerical method, Wahl et al. 

undertook large-scale simulations 

of a two-dimensional lattice of 

bosonic atoms in the presence of 

interactions and disorder. At inter-

mediate disorder strengths, the 

on-site entanglement entropies 

exhibited a bimodal distribu-

tion, indicating a coexistence 

of localized and thermalized 

states; as disorder was increased, 

localized states took over. The 

authors were able to extract a 

critical disorder strength and set 

a benchmark for future experi-

ments. —JS

Nat. Phys. 10.1038/

s41567-018-0339-x (2018).

MICROBIOME

Global aeroplankton 
dispersal
Airborne particulates include 

large numbers of living organ-

isms, as well as dust, pollutants, 

and other chemicals. Cáliz 

et al. collected aeroplankton 

fortnightly for 7 years in the 

Spanish Pyrenees. High-

throughput sequencing of 16S 

and 18S amplicons identified 

microbes, including potential 

pathogens, that had made land-

fall in rain and snow. Distinct 

seasonal and climate signals 

in the data associated with the 

origin of the air masses. For 

example, winter microbial fall-

out originated from as far away 

as the North American taiga, 

and summer-occurring organ-

isms contained desert-adapted 

bacteria from North Africa. Over 

the collection period, air-mass 

origins shifted, possibly as a 

result of climate change. Most 

atmospheric microbes are 

cosmopolitan, and it seems the 

upper atmosphere acts as a 

global highway for many taxa. 

—CA

Proc. Natl. Acad. Sci. U.S.A. 115, 

12229 (2018).

WATER RESOURCES

Managing an unwelcome effect

O
ne of the biggest challenges presented by climate change is water resource management. In 

the western United States, the storage and release of water by the mountain snowpack is a 

critical component controlling the summertime flow of headwaters of California’s major res-

ervoirs. Rhoades et al. describe how mountain snowpacks will be affected by climate change 

in that region and how that can be expected to influence peak water volume, peak timing, 

accumulation rate, and melt rate of water discharge.  Among other effects, they project that by the 

end of the century, peak snowpack timing will occur 4 weeks earlier and peak water volume will 

be 80% lower under a high–greenhouse gas–emissions scenario. —HJS

Geophys. Res. Lett. 10.1029/2018GL080308 (2018).
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Climate change will have a large impact on 

the timing and size of the Sierra Nevada snowpack.
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Animals count
Flux across the carbon cycle is 

generally characterized by con-

tributions from plants, microbes, 

and abiotic systems. Animals, 

however, move vast amounts of 

carbon, both through ecosystem 

webs and across the landscape. 

Schmitz et al. review the differ-

ent contributions that animal 

populations make to carbon 

cycling and discuss approaches 

that allow for better monitoring 

of these contributions. —SNV

Science, this issue p. 1127

HUMAN GENOMICS 

Complex processes in the 
settling of the Americas
The expansion into the Americas 

by the ancestors of present day 

Native Americans has been diffi-

cult to tease apart from analyses 

of present day populations. 

To understand how humans 

diverged and spread across 

North and South America, 

Moreno-Mayar et al. sequenced 

15 ancient human genomes from 

Alaska to Patagonia. Analysis of 

the oldest genomes suggests 

that there was an early split 

within Beringian populations, 

giving rise to the Northern and 

Southern lineages. Because 

population history cannot be 

explained by simple models 

or patterns of dispersal, it 

seems that people moved out 

of Beringia and across the 

continents in a complex manner. 

—LMZ

Science, this issue p. 1128

ANTIMALARIALS 

A path to tackle liver-
stage parasites
Malaria parasites are evolu-

tionarily prepared to resist 

drug attack. Resistance is 

emerging to even the latest 

frontline combination therapies, 

which target the blood stages 

of the Plasmodium parasite. 

As an alternative strategy, 

Antonova-Koch et al. investi-

gated the possibilities of drugs 

against liver-stage parasites 

(see the Perspective by Phillips 

and Goldberg). To do so, they 

devised a luciferase-reporter 

drug screen for the rodent para-

site Plasmodium berghei. Three 

rounds of increasingly stringent 

screening were used. From this 

regime, several chemotypes that 

inhibit Plasmodium mitochon-

drial electron transport were 

identified. Excitingly, several new 

scaffolds, with as-yet-unknown 

modes of action but solely 

targeting the parasites’ liver 

stages, emerged as promising 

drug leads for further develop-

ment. —CA

Science, this issue p. 1129;

see also p. 1112

NANOMATERIALS 

No barriers to 
growing a row
Classical nucleation theory 

predicts that two-dimensional 

islands on a surface must 

reach a critical size before they 

continue to grow; below that 

size, they dissolve. Chen et al. 

used phage display to select for 

short peptides that would bind 

to molybdenum disulfide (MoS
2
) 

(see the Perspective by Kahr 

and Ward). Hexagonal arrays of 

these peptides grew epitaxially 

as dimers but without a size bar-

rier—the critical nuclei size was 

zero. Although two-dimensional 

arrays formed, growth occurred 

one row at time. Classical nucle-

ation theory indeed predicts the 

absence of a barrier for such 

one-dimensional growth. —PDS

Science, this issue p. 1135;

see also p. 1111

CLIMATE IMPACTS

Drivers of the 
“Great Dying”
Though our current extinction 

crisis is substantial, it pales 

in comparison to the largest 

extinction in Earth’s history, 

which occurred at the end of 

the Permian Period. Referred to 

as the “Great Dying,” this event 

saw the loss of up to 96% of 

all marine species and 70% of 

terrestrial species. Penn et al. 

explored the extinction dynam-

ics of the time using Earth 

system models in conjunction 

with physiological data across 

animal taxa (see the Perspective 

by Kump). They conclude that 

increased marine temperatures 

and reduced oxygen availability 

were responsible for a major-

ity of the recorded extinctions. 

Because similar environmen-

tal alterations are predicted 

outcomes of current climate 

change, we would be wise to take 

note. —SNV

Science, this issue p. 1130; 

see also p. 1113

POLYMERS 

Beating the heat by 
blending
Charge carriers move through 

semiconductor polymers by 

hopping transport. In principle, 

these polymers should be more 

conductive at higher tempera-

tures. In practice, conductivity 

drops at high temperatures 

because interchain contacts are 

disrupted, which limits potential 

applications. Gumyusenge et 

al. now show that appropriate 

blending of a semicrystalline 

conjugated polymer with an 

insulating polymer that has a 

high glass-transition tempera-

ture creates a morphology that 

stabilizes a network of semicon-

ductor channels. High charge 

conductivity was maintained 

in these materials up to 220°C. 

—PDS

Science, this issue p. 1131

VALLEYTRONICS

Making a practical 
valleytronics device
Two-dimensional materials 

with a hexagonal lattice, such 

as graphene, have two distinct 

“valleys” in their band structure. 

Researchers in the emerging 

field of valleytronics hope that 

these valley degrees of freedom 

can be exploited as information 

carriers, but making valleytronic 

devices is tricky. Li et al. created 

chiral valley Hall states on the 

boundary between oppositely 

gated regions of bilayer gra-

phene. They then guided these 

so-called kink states through 

their sample using spatially 

modulated gating, demonstrat-

ing right and left turns, as well as 

a valley valve function. —JS

Science, this issue p. 1149

BIOPHYSICS 

How membrane viscosity 
affects respiration
In bacteria, energy production 

by the electron transport chain 

occurs at cell membranes and 

can be influenced by the lipid 

composition of the membrane. 

Budin et al. used genetic 

engineering to influence the 

concentration of unsaturated 

branched-chain fatty acids and 

thus control membrane viscosity 

(see the Perspective by Schon). 

Experimental measurements 

and mathematical modeling 

indicated that rates of respira-

tory metabolism and rates 

of cell growth were depen-

dent on membrane viscosity 

and its effects on diffusion. 

Experiments on yeast mitochon-

dria also showed similar effects. 

Maintaining efficient respiration 

may thus place evolutionary 

constraints on cellular lipid com-

position. —LBR

Science, this issue p. 1186;

see also p. 1114

REGENERATION 

Do endothelial cells hold 
the key to success?
Endothelial cells line the 

inner vascular wall, and their 

phenotype and behavior can 

vary according to the organ in 

which they are situated and 

Edited by Stella Hurtley
ALSO IN SCIENCE  JOURNALS
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the environment. Not only do 

endothelial cells form the barrier 

of vessel walls, they also can 

participate in signaling with the 

surrounding tissue to promote 

regeneration and growth. In a 

Perspective, Gomez-Salinero 

and Rafii discuss how endothelial 

cells contribute to wound heal-

ing, regeneration, and disease 

states, such as cancer, and how 

our growing understanding of 

endothelial cell plasticity might 

advance regenerative medicine 

and the development of artificial 

organs for transplant. —GKA

Science, this issue p. 1116

SIGNAL TRANSDUCTION 

Regulation of RAS by 
ubiquitination
The protein LZTR1 is mutated 

in human cancers and devel-

opmental diseases. Work from 

two groups now converge to 

implicate the protein in regu-

lating signaling by the small 

guanosine triphosphatase RAS. 

Steklov et al. showed that mice 

haploinsufficient for LZTR1 reca-

pitulated aspects of the human 

disease Noonan syndrome. Their 

biochemical studies showed 

that LZTR1 associated with RAS. 

LZTR1 appears to function as an 

adaptor that promotes ubiquiti-

nation of RAS, thus inhibiting its 

signaling functions. Bigenzahn 

et al. found LZTR1 in a screen for 

proteins whose absence led to 

resistance to the tyrosine kinase 

inhibitors used to treat cancers 

caused by the BCR-ABL onco-

gene product. Their biochemical 

studies and genetic studies in 

fruitflies also showed that loss of 

LZTR1 led to increased activity 

of RAS and signaling through the 

mitogen-activated protein kinase 

pathway. —LBR

Science, this issue p. 1177, p. 1171

CANCER

Expanding the landscape 
of immunotherapy targets
Most searches for drug-

gable tumor-specific antigens 

(TSAs) start with an examina-

tion of peptides derived from 

protein-coding exons. Laumont 

et al. took a different approach 

and found numerous TSAs that 

derived from aberrant expres-

sion of noncoding sequences in 

murine cell lines and in B-lineage 

acute lymphoblastic leuke-

mia and lung cancer patient 

samples. They validated the 

immunogenicity and efficacy 

of TSA vaccination for select 

antigens in mouse models of 

cancer. Noncoding regions are a 

potentially rich source of TSAs 

that could greatly expand the 

number of targetable antigens 

across different cancers, includ-

ing those with low mutational 

burdens. —CAC

Sci. Transl. Med. 10, eaau5516 (2018).

CELL BIOLOGY

Cleaving a different 
function for p62
The scaffold protein p62 has a 

critical role in autophagy, the 

regulated intracellular degrada-

tion of proteins and organelles. 

Sanchez-Garrido et al. identified 

a proteolytic fragment of human 

p62, called p62TRM
,
 that had a 

distinct function from full-length 

p62 (see the Focus by Martens). 

Instead of promoting autophagy, 

p62TRM regulated responses to 

nutrient availability. This function 

was lost in p62 variants with 

disease-associated mutations 

in the cleavage site, suggesting 

that defective nutrient sensing 

may account for some of the 

symptoms of patients with p62 

mutations. —WW

Sci. Signal. 11, eaat6903, 

eaav3530 (2018).
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Animals and the zoogeochemistry
of the carbon cycle
Oswald J. Schmitz*, Christopher C. Wilmers, Shawn J. Leroux, Christopher E. Doughty,
Trisha B. Atwood, Mauro Galetti, Andrew B. Davies, Scott J. Goetz

BACKGROUND: Modern advances in remote-
sensing technology are providing unprecedented
opportunities to accurately measure the global
distribution of carbon held in biomass within
ecosystems. Such highly spatially resolved mea-
sures of biomass carbon are intended to provide
an accurate inventory of global carbon storage
within ecosystems. They are also needed to test
the accuracy of carbon cycle models that predict
how global changes that alter biogeochemical
functions—such as carbon assimilation via pho-
tosynthesis, carbon losses viaplant andmicrobial
respiration, and organic matter deposition in
soils and sediments—will affect net ecosystem
carbon uptake and storage. Emerging ecolog-
ical theory predicts that wild animals stand
to play an important role in mediating these
biogeochemical processes. Furthermore,many
animal species roamwidely across landscapes,
creating a spatial dynamism that could regu-

late spatial patterning of vegetation biomass
and carbon uptake and soil carbon retention.
But such zoogeochemical effects are not mea-
sured by current remote-sensing approaches
nor are they factored into carbon cyclemodels.
Studies are now providing new quantitative
insights into how the abundance, diversity,
and movement of animal species across land-
scapes influence the nature and magnitude of
zoogeochemical affects. These insights inform
how to account for animals in remote-sensing
applications and in carbon cycle models to
more accurately predict carbon exchange be-
tween ecosystems and the atmosphere in the
face of global environmental change.

ADVANCES: Zoogeochemical effects have been
measured using manipulative experiments that
exclude or add focal wild animal species or
along landscape gradients where animal abun-

dances or diversity vary naturally. Our review
of these studies, which cover a wide diversity of
taxa (vertebrates and invertebrates and large-
and small-bodied organisms) and ecosystems,
reveals that animals can increase or decrease
rates of biogeochemical processes,with amedian
change of 40% but ranging from 15 to 250% or
more. Moreover, models that embody zoogeo-

chemical effects reveal the
potential for considerable
under- or overestimates
in ecosystem carbon bud-
gets if animal effects are
not considered. The key
challenge, in light of these

findings, is comprehensively accounting for
spatially dynamic animal effects across land-
scapes. We review new developments in spa-
tial ecosystem ecology that offer the kind of
analytical guidance needed to link animal
movement ecology to geospatial patterning
in ecosystem carbon uptake and storage. Con-
siderations of animal movement will require
highly resolved spatially explicit understand-
ing of landscape features, including topogra-
phy, climate, and the spatial arrangement of
habitat patches and habitat connectivity with-
in and among ecosystems across landscapes.
We elaborate on advances in remote-sensing
capabilities that can deliver these critical data.
We further review new geospatial statistical
methods that, when combined with remote-
sensing data and spatial ecosystem modeling,
offer the means to comprehensively under-
stand and predict how zoogeochemical-driven
landscape processes regulate spatial patterns
in carbon distribution.

OUTLOOK: There is growing interest to slow
climate change by enlisting ecological pro-
cesses to recapture atmospheric carbon and
store it within ecosystems. Wild animal species
are rarely considered as part of the solution.
Instead, it is often held that managing habitat
space to conserve wild animals will conflict
with carbon storage. Our integrative review
offers a pathway forward for deciding when
and how conserving ormanaging a diversity of
animal species could in fact enhance ecosystem
carbon uptake and storage. Such understand-
ing informs international climate and bio-
diversity initiatives such as those described by
the United Nations Convention on Biological
Diversity and national biodiversity strategies
and climate action plans. All of these initiatives
require better resolution of how biodiversity
effects on ecosystem structure and biogeo-
chemical functioning will become altered by
global change.▪
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NPP

CO2 in 
atmosphere

NPP

NPP

Soil carbon

Trampling 

Soil carbon

NPP

Trampling and 
soil compaction

     Microbial 
Decomposition

No 
Trampling 

Animal
 Decomposition

The myriad animal zoogeochemical effects on carbon cycling. Animals can mediate net
carbon sequestration by plants (net primary productivity, NPP) by altering CO2 uptake into (black
arrows) and from (red arrows) ecosystems. Herbivore grazing and tree browsing can alter the
spatial distribution of plant biomass. Predators can modify herbivore impacts via predation and
predator-avoidance behavior. Animal trampling compacts soils and alters soil temperatures by
changing the amount of solar radiation reaching soil surfaces (yellow arrows). Animals also change
the chemical quality of organic matter that enters the soil pool (orange arrows).C
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CARBON CYCLE

Animals and the zoogeochemistry
of the carbon cycle
Oswald J. Schmitz1*, Christopher C. Wilmers2, Shawn J. Leroux3,
Christopher E. Doughty4, Trisha B. Atwood5, Mauro Galetti6,
Andrew B. Davies7, Scott J. Goetz4

Predicting and managing the global carbon cycle requires scientific understanding of
ecosystem processes that control carbon uptake and storage. It is generally assumed that
carbon cycling is sufficiently characterized in terms of uptake and exchange between
ecosystem plant and soil pools and the atmosphere. We show that animals also play an
important role by mediating carbon exchange between ecosystems and the atmosphere, at
times turning ecosystem carbon sources into sinks, or vice versa. Animals also move
across landscapes, creating a dynamism that shapes landscape-scale variation in carbon
exchange and storage. Predicting and measuring carbon cycling under such dynamism
is an important scientific challenge. We explain how to link analyses of spatial ecosystem
functioning, animal movement, and remote sensing of animal habitats with carbon
dynamics across landscapes.

U
nderstanding the biogeochemical processes
and feedbacks regulating carbon uptake
and storage within ecosystems is key to
predicting and managing atmospheric
CO2 concentrations and the rate and ex-

tent of climatic change (1–3). Concerted efforts,
abetted bymodern advances in remote-sensing
technology, are providing unprecedented oppor-
tunities to accurately measure the global distri-
butionof carbonheld inbiomasswithin ecosystems
(3–5). Such highly resolved measures of spatial
variation in biomass carbon are needed to pro-
vide an accurate inventory of global carbon
storage within ecosystems (5, 6) and reliably test
and refine carbon cycle models used to make pre-
dictions about the relationships between eco-
system structure, biogeochemical functioning,
and carbon storage (2).
Contemporary carbon cyclemodels have large-

ly evolved [e.g., (3, 7, 8)] under the assumption
that carbon uptake and allocation to biomass is
controlled by nutrient and water limitation,
microbial mineralization of organic matter
andweathering of geological parentmaterial, and
climate and hydrological regimes. The models
account for carbon that is distributed in live
plant biomass, plant detritus, and organic matter

entering soils by characterizing fundamental
biogeochemical processes driving ecosystem
carbon exchange and storage. These processes
include carbon assimilation via photosynthesis,
losses via autotrophic (plant) and heterotrophic
(microbial) respiration, and organic matter
deposition in soils and sediments.
Carbon cycle models typically do not, however,

account for the biomass or effects of animals
(herbivores and carnivores) in higher trophic
levels of ecosystems. Granted, herbivores and
carnivores in many ecosystems tend to be pro-
gressively less abundant (by orders of magnitude)
than plants, owing to low transfer efficiencies of
nutrients and carbon from plants to these higher
trophic levels (5, 9, 10). The existence of such a
pyramidal trophic structure has led to the reason-
ing that animals are entirely dependent upon the
availability of plant biomass. Furthermore, their
comparative rarity makes it unlikely that they
will exert strong feedback control on ecosystem
processes (9, 10). Hence, it may seem reasonable
to assume that animals are unlikely to have
substantial effects on biogeochemical processes
and carbon storage, and consequentially con-
struct the carbon budget without considering
their contributions (6). But animals can cause
important positive and negative feedback effects
that alter the trophic structure of ecosystems (11)
and, furthermore, may influence carbon cycling
(9, 12) despite their comparatively low biomass
representation within ecosystems. Failure to ac-
count for these feedbacks could result in under- or
overestimates in the capacity of ecosystems to
take up and store carbon (Fig. 1).
Until very recently, most studies measuring

animal feedback effects have focused on herbi-
vores. Numerous studies have experimentally
measured the amount of plant biomass that is

removed by herbivores and attendant changes
in plant species composition, inferring how such
changes influence the fate of carbon in ecosystems
(13). However, herbivorous and nonherbivorous
animals are hypothesized to influence carbon
cycling via many other mechanisms that affect
ecosystem biogeochemical processes and prop-
erties directly (9, 12). These influences, which
we call zoogeochemical effects, include media-
tion of carbon uptake via photosynthesis, auto-
trophic and heterotrophic respiration, and soil
organic matter deposition and alteration of the
physical and chemical properties of organic mat-
ter and soils and sediments.
We reviewhere studies that have explicitlymea-

sured the zoogeochemical effects by a diversity of
animal taxa (vertebrates and invertebrates and large-
and small-bodied organisms) in several ecosystems
globally. Additionally, animals can control the
magnitude of carbon exchange with soil reser-
voirs, influencing both short- and long-term car-
bon turnover rates (Fig. 1). Such zoogeochemical
effects are notmeasuredby current remote sensing,
nor are they included in carbon cycle models (2),
and therefore contribute to critical uncertainties
about the fate of carbon in key global reservoirs.
This currently limits our ability to accurately cal-
culate carbon budgets and predict future climate
change. We show how to overcome this limita-
tion by reviewing recent efforts to estimate the
implications of changes in animal species abun-
dance on regional carbon budgets.
A further consideration is that many animal

species roam widely across landscapes (14). Ani-
mal movements create a spatial dynamism that
connects geographic locations across landscapes
via active transport of nutrients and seeds and
temporal variation in the location and abundance
of herbivores and carnivores. Disrupting animal
movements can alter the spatial patterning of
plant and animal biomass across landscapes
and trophic controls over ecosystem functioning
(14–17). These spatial effects are not embodied in
conventional carbon cycle models (3, 7, 8) or car-
bon inventories (5). If lessons from historical
losses of large migratory animals are any indi-
cation, these spatial effects need to be included
because they can be large (18). It is estimated that
population reductions and extinctions of large
migratory mammals during ancient and more
modern times in Earth’s history have resulted in
alterations of global methane emissions to the
atmosphereby0.8 to34.8% (18). Attendant changes
in land surface cover affecting both global atmo-
spheric CO2 concentrations and biophysical prop-
erties such as albedo or evapotranspiration have
been noted as well (19, 20). Modern global envi-
ronmental changes such as habitat fragmenta-
tion and land-use conversion continue to alter
the composition and abundance of animal species
in many ecosystems (21) and change the extent
and geospatial locations of theirmovements across
landscapes (22). Evidence shows that such loss and
disruption of movement introduces the risk that
ecosystems could even flip from being carbon
sinks to sources (Fig. 1). To address this uncertainty,
we review recent modeling efforts that can be used
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to integrate zoogeochemical effects with carbon
models and budget estimates. We further discuss
model developments that include animal move-
ment ecology, using case examples to show how
such integration can deepen understanding of
carbon cycling in the face of global environmental
changes. Ultimately, we offer insights about how to
link animal spatial ecology, ecosystem modeling,

and remote sensing—the kind of integration that
is needed to improve the ability to accurately pre-
dict andmanage the carbon cycle across landscapes.

Mechanisms and magnitudes of animal
effects on ecosystem carbon balance

Fundamentally, zoogeochemical effects become
manifested as a consequence of direct and indi-

rect interactions among carnivores, herbivores,
and plants within food chains in ecosystems
(9, 12, 13). Herbivorous animals directly remove
plant biomass, assimilate some of the embodied
nutrients and carbon to build animal biomass
through growth and development, and release
additional carbon to the soil via egestion and to
the atmosphere via respiration (9, 12). Herbivory
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Fig. 1. Remote sensing does not measure
important animal controls on landscape
carbon. (A) Modern remote-sensing methods
measure biogeochemical processes, including
plant carbon uptake via photosynthesis and
autotrophic (RA) and heterotrophic (RH) respi-
ration, and inventory standing biomass carbon
across landscapes. These measures can be used
to estimate landscape-scale carbon cycle
processes, including GPP, NPP, and NEE, which
is information used to test carbon cycle models
and construct carbon budgets. These methods
focus on the plant trophic level (green) and do
not include the biogeochemical contributions of
herbivore and carnivore trophic levels (blue and
purple, respectively) that tend to be less
abundant in ecosystems. Remote sensing also
cannot measure carbon storage in the soil
reservoir (gray). (B to D) Animals directly (solid
arrows) and indirectly (dashed arrows) control
carbon dynamics in ecosystems though trophic
interactions that reduce plant and animal
biomass (red arrows), which ramify to have
positive indirect effects on carbon uptake and
storage in plants and in soil reservoirs. Failing to
account for animal effects can lead to biases in
carbon accounting. Consideration of animal
effects will become increasingly important as
global environmental changes such as land
conversion, habitat loss, and exploitation stand
to alter animal abundances and impacts across
landscapes. Loss of predators such as wolves
from boreal forest ecosystems (B) can lead to a
rise in moose herbivore abundances, leading to
declines in forest tree biomass and soil carbon
storage (gray box). Loss of migrating grazing
wildebeest herbivores in savanna ecosystems
(C) can lower grazing pressure and lower
soil carbon (gray box), owing to a concomitant
rise in the frequency and extents of wildfires
that consume combustible standing grass and
woodland biomass. Loss of large mammal frugi-
vores and attendant reduction in dispersal of large
seeds in tropical forests (D) can lead to changes in
tree community composition via reduction in
abundance and biomass production of carbon
dense trees (trees with black shading). Data from
experimental and observational analyses (as
shown in the graphs) reveal that variation in
animal abundances can lead to large variation in
carbon exchange and storage, sometimes even
causing ecosystems (e.g., savanna) to switch from
being carbon sources when animals are not
abundant to becoming carbon sinks when they are
highly abundant. C, carbon. Data were obtained
from the following references: (B) boreal forest (28), (C) savanna (15), and (D) tropical forest (36). [Photos (from left to right): Serg Zastavkin/Shutterstock;
mdd/Shutterstock; Costa Rodrigues/Shutterstock. Images: Vertyr/Depositphotos (African tree); Sonechko/Depositphotos (trees and grasses); airin.dizain/
Depositphotos (wildebeest); YurikswO/Depositphotos (moose); Cundrawan703/Depositphotos (wolf)]
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leaves less plant biomass available for photo-
synthesis, and plant stress fromherbivore damage
may further decrease plant photosynthetic rates
and increase rates of autotrophic respiration (RA)
and heterotrophic respiration (RH), all of which
could decrease net primary productivity (NPP)
and alter net ecosystem carbon exchange (NEE).
Herbivores may also selectively feed on different
plant species, thereby potentially altering the plant
diversity and carbon density of standing biomass,
given that plant species vary in their capacity to fix
carbon and allocate it toward structural tissue and
antiherbivore defense (9, 12). Predators, through
direct interactions with herbivore prey, could
reverse the effects of herbivores. By reducing
herbivore abundances and by causing changes in
herbivore behavior and physiology, predators can
have indirect effects on plant biomass, photo-
synthesis, and respiration, ultimately affecting
NPP and NEE and fluxes of CO2 and CH4 be-
tween ecosystems and the atmosphere (12, 13).
Frugivorous animals disperse consumed seeds
during the course of their movement, thereby
determining the spatial distribution and diver-
sity and abundance of plant species that take
up and store carbon within ecosystems. Large
animals can further influence ecosystem pro-
cesses by trampling and compacting or perturbing
soil surfaces and sediments, which can alter sur-
face temperatures and chemical reactions that
enhance soil or sediment carbon retention or
exacerbate carbon release. Finally, animals can
influence soil or sediment microbial activity by
altering the amount and chemical content of
organic matter that becomes available to mi-
crobes for decomposition (12, 13).
Resolving the magnitude of zoogeochemical

effects requires the use of manipulative experi-
ments that systematically exclude or add focal
animal species or of observational studies that
take advantage of variation in natural animal
abundance across landscape locations.We searched
(23) the published literature for studies that fit
the dual criteria of (i) having measured wild-
animal effects explicitly on biogeochemical pro-
cesses using (ii) experimental animal removals or
additions, or systematic analyses across gradients
of animal abundances or diversity. Studies that
met these criteria reveal that animal effects are
consistent with the various hypothesized mech-
anisms (Fig. 2).
Herbivore exclusion experiments show that

animals can affect carbon dynamics by changing
the species composition of the plant community
—including tundra herbs and shrubs, saltmarsh
grasses, and boreal and tropical forest trees—by
selectively foraging. Individual cases show her-
bivore effects ramify by triggering changes in any
or all of the following: above- and belowground
plant biomass allocation, photosynthesis (gross
primary production, or GPP) and NPP, and eco-
system respiration rates (RA + RH). In some cases,
such asmuskox in arcticmire and geese andhares
in tidal saltmarshes (Fig. 2), herbivore presence
enhances CO2 uptake and carbon storage by 20 to
25% (24, 25). Large grazers furthermore can pro-
tect carbon in sediments by changing physical

and chemical processes (e.g., redox potential as a
measure of organic matter decomposition and
microbial carbonmineralization) via compaction
from trampling (24). But in other cases—such as
caribou,muskox, and geese in the arctic;marmots,
mice, and invertebrates in alpine meadows; and
moose in boreal forests—grazing and browsing
herbivores cause a 15 to 70% decrease in CO2

uptake (Fig. 2) by altering plant community com-
position, photosynthetic rates, and ecosystem
respiration (26–29). Some cases, such as muskox
in arctic mire and barnacle geese in arctic wet
meadows (Fig. 2), reveal that animals can have
conflicting positive and negative effects on dif-
ferent biogeochemical processes and properties.
For example, muskox-caused CH4 release could
offset any gains in carbon storage owing to their
enhancement of CO2 uptake, and barnacle geese
enhance soil carbon retention despite reducing
CO2 uptake by plants (25, 30).
Manipulating the trophic structure of ecosys-

tems shows that predators can reverse the effects
of herbivores (Fig. 2). In grasslands, grasshoppers
cause a 17% reduction in CO2 uptake, relative to
experimental controls that contain only plants.
As with vertebrate herbivores, the grasshoppers
modify the plant community composition, which
cascades to alter NEE through changes in rates
of photosynthesis and whole-ecosystem respira-
tion (31). The addition of spider predators, which
control grasshopper foraging, more than reverses
the grasshopper effect by increasing CO2 uptake
by 46% (Fig. 2). The net effect of predators is that
the fully intact food chain causes 22% more CO2

uptake than experimental plant-only control con-
ditions in which there are no animals. In humic
lakes, zooplankton feed on methanotrophic
bacteria—bacteria that consume and metabolize
methane as their carbon source for energy—with
the consequence that lakes emit CH4 to the
atmosphere (32). The reduction of zooplankton
abundance after experimental introduction of
zooplanktivorous perch caused a 50% reduction
in CH4 emission (Fig. 2) by releasing the bacteria
from heavy consumption by zooplankton. In
other experimental systems (freshwater ponds
and streams), predatory stickleback fish and
stonefly insects enhance carbon capture and
retention by 88 to 90% (Fig. 2). Here, predation
on zooplankton andmacroinvertebrates increases
algal CO2 uptake for production, thereby reducing
the concentrations of dissolved inorganic carbon
in the water column that could otherwise be
released to the atmosphere (33). Food chain inter-
actions in lakes can also modulate CO2 exchange
in ways that depend on the number of predatory
trophic levels present (Fig. 2). In three-trophic-
level lakes containing minnow predators, zoo-
plankton prey, and algae, minnows controlled
the abundance of zooplankton, releasing algae
from zooplankton grazing (34). The addition of
bass predators to create a four-trophic-level sys-
tem in which bass prey on minnows reversed
this effect, resulting in more zooplankton and
less algal biomass (34). Although lakes tend to be
a net source of CO2 to the atmosphere, the three-
level system emitted 27% less CO2 than the four-

level system. The strength of this effect varied,
however,with the level of nutrient supply.Nutrient
enrichment, which enhanced algal production,
magnified the difference in CO2 exchange be-
tween the two kinds of systems. The effect of
nutrient enrichment of algal production along
with predator control of algal-feeding zooplankton
meant that the three-level system became a net
CO2 sink. The four-level systembecamenet carbon
neutral. Consequently, there was 90% less CO2

retained in the lake in the presence of bass than
in their absence (Fig. 2).
Manipulative experiments have been completed

within small spatial extents—most on the order of
tens to hundreds of square meters but sometimes
reaching up to several hectares—because of logis-
tical constraints imposed by the need to physi-
cally control for animal presence or absence and
extraneous environmental variables, and to make
precise measures of carbon storage and exchange.
This inevitably begs the question of whether the
insights are scalable to the large spatial extents
needed for management to make a difference in
the carbon budget but also scalable to the extent
that variation in the magnitude of biophysical
environmental factors could swampout any animal
effect. Observational studies that have measured
animal effects across larger spatial extents of entire
ecosystems reveal that the insights about mecha-
nisms andmagnitude of effects are indeed scalable.
Grazing halos, patches largely devoid of sea-

grasses and macroalgae, surround many coral reef
patches globally. They are large and ubiquitous
enough to be detected by high-resolution remote
sensing (35). Analyses in a ~10-km2 area near
Heron Island in Australia’s Great Barrier Reef
revealed that predators can cause the appearance
of these halos by altering foraging behavior of
herbivorous fishes (35). Sharks persistently cruise
hunt near the reef patches. The perceived threat
of predation causes herbivorous fish to feed heav-
ily near the coral patches, staying in close prox-
imity to the escape cover afforded by the coral. As
a consequence, the highly grazed halos have lower
vegetation canopy height and cover and, hence,
24% less carbon stored in their sediments than do
areas beyond the halos that have little or no
grazing impact (35).
Wildebeest in the 25,000-km2Serengeti savanna-

woodlandwere decimated by disease and poaching
before the 1960s, reducing their numbers from
about 1.2 million to 300,000 animals (15). In turn,
the accumulated, ungrazed aboveground vegeta-
tion fueled wildfires that consumed 80% of the
ecosystemannually, leading to a net release of CO2

to the atmosphere. Diseasemanagement and anti-
poaching enforcement over the ensuing decades
has led towildebeest population recovery, reducing
the extent and intensity of wildfires (15). Wilde-
beest grazing is now causing a large fraction of
carbon from combustible aboveground plant
biomass to be released as dung that becomes
incorporated by insects into soil reservoirs that
are not prone to burning. The recovered grazing
regime restored the Serengeti as a net CO2 sink—
estimated to be large enough today to offset all of
east Africa’s annual fossil fuel CO2 emissions (9)—by
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facilitating carbon capture and build-up in soil
reservoirs and in savanna-woodland regrowth (15).
Conserving mammal species diversity in trop-

ical forests maintains a diversity of functional
roles—including frugivory and seed dispersal
that supports tree reproduction, herbivory that
modulates plant production, and provisioning of
organic matter for soil storage—that are all func-
tionally related to carbon capture (36). Conse-
quently, carbon retention in woody biomass and
in soil increases by 230 to 400% across a 3.5-fold
increase in mammalian species diversity (Fig. 2).
This effect of animal diversity is detectable across
a 48,000-km2 area despite considerable background
spatial variation in biophysical properties across
the landscape (36).
Sea otters can enhance carbon uptake within a

12,000-km2 stretch of western North American
coastal marine kelp forests by 1100% via the
samemechanisms observed in small-scale trophic
manipulation experiments (Fig. 2). Sea otters
enhance kelp biomass carbon retention by
preying on sea urchins that decimate coastal
marine kelp forests (37).

The gathered evidence shows that animals
can have both positive and negative impacts on
biogeochemical processes driving ecosystem car-
bon uptake and storage, with amedian change of
40%, relative to conditions without the focal ani-
mal present. Hence, animal effects on ecosystems
should not be assumed to be negligible.Moreover,
human impacts are increasingly causing multiple
animal species to be lost from ecosystems—called
defaunation (21)—as a result of poaching and
overfishing, culling to reduce human-wildlife
conflicts, illegal trade, logging, and habitat loss
due to conversion to other land uses. Humans
also have restored animal species to ecosystems,
with a push to restore more—called rewilding
(38). Estimates of the potential effects of species
losses or rewilding on regional ecosystem carbon
budgets reveal that they may not be trivial and
may even have unintended consequences.

Changes in animal species and regional
carbon budgets

In neotropical forests, large carbon-dense hard-
wood treesmake a sizeable contribution to carbon

uptake and storage. Their successful regeneration
across the landscape is predicated on the presence
of large frugivorous vertebrates that disperse the
large seeds from such trees across long distances.
But large frugivores are preferred by hunters and
are thus most threatened by overhunting. Simu-
lation analyses evaluated the effects of systemati-
cally losing large-bodied seed-dispersers, relative
to random extinctions of any seed-dispersing
vertebrates and found that such losses could
alter the community composition of trees with
different carbon storage traits (wood density,
tree diameter, and tree height) with implications
for aboveground carbon stored in tree biomass
within the Atlantic forest region (39). The loss of
trees dispersed by large-bodied frugivores (39)
revealed a potential reduction in carbon storage
capacity of 4 to 37% (40). Similar magnitudes of
effect have been estimated for other forested
regions of the Amazon (41). The erosion of carbon
storage capacity via shifts in tree species com-
position can persist up to 100 years after de-
faunation (42), and smaller frugivores that are
less preferred by hunters are unlikely to substitute
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the seed-dispersal services of their larger counter-
parts (39).
Analyses comparing effects of simulated de-

clines of large-seeded animal-dispersed trees on
carbon storage inwoody biomass amongAfrican,
American, Asian, and Australian tropical forests
reveal that animals may not always affect eco-
system carbon balance owing to geographic dif-
ferences in the dependence of tropical trees on
animal seed dispersal. African, American, and
South Asian forests, which have high proportions
of animal-dispersed tree species, stand to lose
their carbon with defaunation (43). Southeast
Asian and Australian forests, alternatively, har-
bor trees that are less reliant on animals to dis-
perse their seeds, and accordingly, defaunation
has lesser consequences for forest carbon (43).
Wolves have been highlighted as important

predators in North American terrestrial ecosys-
tems, and their restoration has been hailed as a
means to restore ecosystem functioning (38).
Wolves can have an indirect effect on plant
biomass, NPP, and NEE by reducing the abun-
dances and changing the foraging behavior of
large herbivores such as moose in boreal forests
and elk in grasslands (44). Carbon budget analy-
ses reveal, however, that this single species can
propagate different net effects in different eco-
systems. In boreal forest ecosystems, wolves con-
trol moose populations and thereby reverse the
negative effects ofmoose onNPPandNEE (Fig. 1).
Here wolf predation reduces the damage moose
inflict on boreal plants—especially deciduous trees
that tend to have high NPP and litter production
for soil storage (Fig. 1)—thereby changing the
plant community composition of the forest eco-
system in ways that enhance carbon storage in
soil. Hence, culling wolves to enhance game pop-
ulations could have a negative impact on carbon
storage. Alternatively, in shortgrass prairie, elk
stimulate NPP by enhancing nutrient cycling
within the ecosystem. Wolves (along with other
predators such as bears and cougars) reduce elk
density and foraging, which in turn is estimated
to reduce bothNPP stimulation andNEE.Hence,
restoration of wolves with the intention to restore
grassland ecosystem functioning (38) can have
negative impacts on ecosystem carbon balance.
Estimates show that the strength of this effect
should vary, however, with background soil-
nutrient level. In nutrient-poor environments,
wolf predation should reduce NEE by 78%,
whereas in nutrient-richer environments, it should
be reduced by 52% (44).
The ability to construct carbon budgets that

account for animal effects for a wider range of
species is currently limited by a fragmentary under-
standing of the biogeochemical effects of any given
animal species (Fig. 2). This is because empirical
studies have tended tomeasure only one to a few
of the full complement of zoogeochemical pro-
cesses operating in any one system. Moreover, a
given animal species can have both positive and
negative impacts on different process within a
system (Fig. 2). Hence, the total net effects of any
particular animal species on carbon balance re-
main largely unknown. An important research

need is to develop more comprehensive under-
standing of the net effects of different, and
potentially interacting, zoogeochemical mecha-
nisms on ecosystem carbon balance. This will
require confronting complexity due to interplay
between myriad animal interactions and feed-
backs. Resolving such complexitymust be guided
by new kinds of ecosystem models that account
for animal impacts on plant and animal biomass
carbon, NPP, RA, RH, and soil organic matter dep-
osition (biomass carbon content of excreta, egesta,
and plant litterfall). Models embodying these
zoogeochemical processes hold promise to offer
a more complete picture of animal effects on
carbon cycling.

Ecosystem models embodying
zoogeochemical processes

At their core, newer ecosystemmodels are founded
on the conventional compartment structure used
in classic ecosystem modeling, including soil
elemental pools and plants (Fig. 3A) with the
addition of herbivores and predators (45–49).
Themodels capture the essential biogeochemical
processes, including elemental uptake by plants
from the abiotic environment (i.e., carbon uptake
from the atmosphere and nitrogen uptake from
soils) and elemental transfer and loss to and
from all compartments through trophic inter-
actions, respiration, excretion, egestion, and leach-
ing out of the ecosystem as a result of physical
processes. The models embody principles of eco-
logical stoichiometry, namely how organisms and
their interactions in ecosystems affect the balance
of nutrients and energy. Typically, there is a focus
on fluxes and pool sizes of nitrogen and carbon,
but the focus could easily be extended to consid-
erations of other important elements such as
phosphorus. The models are formulated to obey
fundamental mass-balance requirements such
that, at equilibrium, elemental inputs to the eco-
system equal elemental losses from the eco-
system plus storage.
One such model has motivated systematic

experimental and observational analyses explor-
ing and comparing how two key ways that the
top-down effects of predators may affect cycling
and thereby modulate the amount of carbon ex-
changed between ecosystem reservoirs (e.g., soils
and plants) and the atmosphere (49). Predators
may cause cascading effects by killing and con-
suming their prey, thereby reducing herbivore
biomass and herbivory and causing increased
amounts of plant-based carbon to enter soil organ-
ic matter storage pools. The mere presence of
predators within ecosystemsmay also cause non-
consumptive fear effects that increase respiratory
costs at the expense of production owing to
chronic stress (31, 50). Herbivores compensate
by switching preferences from plants high in
nitrogen to plants higher in soluble carbohydrate
carbon (50). This alters herbivore elemental bal-
ance via altered uptake from plants and elemen-
tal release via respiration, excretion, and egestion.
The herbivore diet shift alters the species com-
position of the plant community and the amount
of carbon in senescent plant matter entering the

soil storage pool (50). Active-hunting predators
generally cause consumptive effects; sit-and-wait
predators cause nonconsumptive effects (50). The
feedbacks from predator nonconsumptive effects
may be most important to whole-ecosystem ele-
mental stocks, production and efficiency rates,
and recycling fluxes by changing the stoichio-
metric balance of all trophic levels (50).
When parameterized with data from long-

term experimentation in meadow ecosystems
(49), the model predicts that there should be a
2.5× increase in soil carbon storage across a
gradient from sit-and-wait predator dominance
to active-hunting predator dominance. This trend
has been empirically validatedusingmanipulative
experiments and a landscape-scale survey of soil
carbon retention among 15 different meadows
comprised of spider predators, grasshopper prey,
and three functional groups of plants represented
by the carbon-dense herb goldenrod (Solidago
rugosa), nitrogen-rich grasses, and a variety of
other herbs (51). Along a gradient of shifting
dominance of sit-and-wait predators to a domi-
nance of active-hunting predators, there is a 1.7×
increase in aboveground NPP driven by shifts in
Solidago biomass and, in reasonable agreement
with model predictions, a 2× increase in soil
carbon retention (51). Biophysical factors such as
total live-plant biomass, degree of land-use de-
velopment around the fields, field age, and soil
texture were not significant predictors of the
trend in soil carbon retention (51).

Incorporating spatial dynamics

Most ecosystem models used to predict carbon
dynamics are spatially implicit, simply modeling
exchanges between ecosystem reservoirs and the
atmosphere within a fixed geographic space. But
animal movement creates a spatial dynamism
that connects geographic locations across land-
scapes (52-54). For example, beyond their impacts
on Serengeti savanna-woodland carbon, migrat-
ing wildebeest also affect carbon cycling in the
river ecosystems that flow through the Serengeti.
Specifically, their mass drowning while trying to
ford the Mara River is alone estimated to con-
tribute ~100,000 kg of carcass-derived carbon,
which represents an 18 to 191% subsidy of dis-
solved organic carbon to the Mara River during
peak carcass-deposition time (55). Evidence sug-
gests that the impacts of large terrestrial ungu-
lates on carbon cycling across ecosystems into
freshwater environments may be ubiquitous
(56). Migratory animals have the potential for
large impacts on carbon dynamics across land-
scapes (14, 57) because they are typically gregar-
ious and directly redistribute large quantities
of carbon across landscapes via transport and
release during migration. For example, streams
with migratory Pacific salmon carcasses have dif-
ferent riparian plant overstory and understory
communities than streams without Pacific salmon
driving potential differences in riparian forest car-
bon sequestration (58).
Theory of spatial ecosystem ecology (59-61)

has been advanced precisely to begin predicting
how animal movement between source and
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recipient locations influence the nature and
strength of controls over ecosystem functioning
within the source and recipient locations (Fig. 3).
Different spatial locations could range from
different habitat patches arrayed across a land-
scape within a single ecosystem [e.g., forest patches
separated by a developed-land matrix (62)] to
different ecosystems arrayed across a broader
regional landscape [e.g., grassland and wood-
land ecosystems (62)]. Animal movement across
landscapes can subsidize recipient locations via
an influx of new prey or predators, as well as

animal transported nutrients andmaterials such
as nitrogen and phosphorus in dung and urine,
or as organic matter in carcasses that are de-
posited in the recipient locations (59).
This theory predicts that animal subsidies

via movement of live animals and transport of
nutrients and material into recipient locations
can cause a switch in ecosystem functioning,
frombeing controlled predominantly by nutrient
supply to largely being controlled by animal ef-
fects (59). Empirical synthesis of field experiments
and observational studies support the prediction

that animal subsidies can cause switches in tro-
phic control in recipient locations. The strongest,
persistent effects came from an influx of nutrients
and herbivores (versus influx of predators) into
recipient locations (16). These kinds of animal
movements and nutrient translocations can be
represented in spatial ecosystem theory in a
variety of ways, ranging from consideration of
landscapes organized as mosaics of multiple
patches to lattices parameterized for realistic
landscapes (Fig. 3, B and C). In its simplest
form, animal effects across landscapes can be
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Fig. 3. Ecosystem modeling to accommodate animal feedbacks and
spatial dynamics. (A to C) General nonspatial ecosystem models (A)
consider soil, plant, herbivore, and predator trophic compartments arranged as
biomass pyramids.The models account for fluxes of nitrogen (green) and
carbon (gray) due to trophic exchange between trophic compartments.The
models further include CO2 uptake by plants (GPP), autotrophic respiration
(RA), heterotrophic respiration (RH) recycling fluxes from each trophic
compartment to soil, weathering inputs (I) to soil, and leaching (L) from soil. As
such, they respect mass-balance requirements of ecosystem functioning.
The models can be made spatially explicit by considering landscapes either in
terms of patch (B) or lattice (C) configurations, with ecosystem trophic
structure and functioning prevalent at each location.Within spatial locations,
animals drive ecosystem functioning via direct effects (solid arrows) such as
trophic interactions (red arrows) and indirect effects (dashed arrows) mediated

by trophic interactions that can enhance carbon storage in biomass within plant
and abiotic compartments. Animals also connect different spatial locations
through movement (gray arrows) from source to recipient locations. During
such movements, they translocate nutrients to recipient locations
(green arrows) or consume nutrients (nitrogen and carbon) contained within
biomass in recipient locations (solid red arrows).They thereby can control the
amount of biomass carbon that eventually enters and is retained in the soil
compartment within a spatial location by changing organic matter inputs and
heterotrophic respiration. Net ecosystem carbon exchange and storage is
quantified by summing carbon pool sizes and fluxes across the spatial locations.
[Photos (left to right): Serg Zastavkin/Shutterstock; mdd/Shutterstock.
Images: Vertyr/Depositphotos (African tree); Sonechko/Depositphotos (trees
and grasses); airin.dizain/Depositphotos (wildebeest);YurikswO/Depositphotos
(moose); Cundrawan703/Depositphotos (wolf)]
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represented with distance decay functions [e.g.,
(63)] or dispersal kernels [e.g., (64)]. Moremecha-
nistic representations of animalmovement can be
built into spatially explicit theory in continuous
time with reaction-diffusion equations (65) and
in discrete-timewith integrodifference equations
[e.g., (66)] to characterize the changing influence
of animals away from source areas.
An example of the promise of incorporating

animal movement effects comes from a parame-
terized lattice model, representative of the entire
Serengeti savanna-woodland landscape (67). The
modeled landscape was divided into 10 km–by–
10 km cells, to account for grass and woodland
distribution based on spatial empirical data on
these vegetation groups. Themodeling evaluated
how movement between cells and feeding by
grazing versus browsing herbivores within them
could affect the landscape distribution of grass
and woodland relative to biophysical drivers of
plant distribution such as wildfire and rainfall
(67). Simulations revealed that browsers and fire
together cause a decline in woodland cover and
tree biomass, a negative effect that would inten-
sify if grazers were absent, because large amounts
of combustible grass biomasswould remain stand-
ing across the landscape. Migratory movement
in response to rainfall patterns determines grazer
presence across the landscape. Hence, grazers
play an important role in mediating the strength
of impact of fire and browsers across the entire
landscape by reducing fuel as they respond to
rainfall-driven grass production across the land-
scape. This creates a feedback that exerts strong
effects on spatial patterns of woodland patches
(67), thereby explaining the observed measures
of landscape-scale variation in carbon capture
and storage (15).

Opportunity to link remote sensing
with animal movement and
zoogeochemical effects

The impacts of animal movement on the global
carbon cycle still need to be predicted and quan-
tified. Movement underlies behavioral decisions
about where to forage and seek shelter that im-
pact NPP and NEE (68) at multiple scales, rang-
ing from the habitat patch to the home range to
migratory destinations. Fundamentally, consid-
erations of animal movement will require a
highly resolved spatially explicit understanding
of landscape features, including topography, cli-
mate, habitat structure, and the spatial arrange-
ment of habitat patches and habitat connectivity
within and among ecosystems across landscapes.
Modern remote-sensing technology can deliv-

er highly spatially resolved data on functional
and structural properties of vegetation within
ecosystems. Light detection and ranging (LIDAR)
(69–71), in particular, can provide full three-
dimensional characterization of habitat structure,
including vertical profiles of cover, biomass, and
carbon density, as well as underlying surface
topography and integrative metrics of vertical
biomass profiles like foliage height diversity
(4, 72). When combined with image data, such
as those from the Landsat series of satellites,

LIDAR data can provide detailed insight into
the topography and spatial arrangement of hab-
itat patches across landscapes (73, 74), which can
be related to the spatial distribution and move-
ment of animal species across a landscape (75, 76).
Nevertheless, airborne or satellite remote-sensing
methods with broad geographic scope (2, 77) are
limited in their ability to detect and quantify
animal biomass and animal effects, especially
nutrient inputs and carbon storage in soil. This
underscores the need to develop greater synergy
in the use of on-the-ground sampling and remote-
sensing methods (2, 78).
As a complement to remote sensing, on-the-

ground surveys of animal abundance using spa-
tial capture-recapture approaches (79) and plot
sampling of soil biogeochemistry [e.g., (36)] can
advance understanding of the dynamism driving
the spatially explicit effects of animals. New geo-
spatial statistical methods reveal the promise of
quantitatively characterizing biogeochemical land-
scapes using spatial nutrient and carbon distri-
butionmodeling. Outputs from suchmodels could
provide the kinds of key data layers (80, 81) needed
for spatial ecosystem models to connect animal
movements, spatial animal biomass, trophic inter-
actions, and carbon cycling to fundamental land-
scape attributes (nutrition) that motivate why and
where animals move across landscapes [e.g., (67)].
The spatial mapping of biogeochemical land-

scapes, in combination with data from modern
biologging devices (82), offers the means to test
predictions of spatial ecosystem models about
the net effects of animal movement on nutrient
and carbon dynamics in terms of landscape at-
tributes that motivate their movement behavior
and interactions with other species. Biologging
involves the use of remote sensors that can con-
tinuously measure most aspects of an animal’s
state (e.g., location, behavior, caloric expenditure,
and interactions with other animals) and exter-
nal environment (e.g., temperature, salinity, and
depth). Modern technology, such as accelerom-
eters sampling at 16 Hz or faster, can be used to
determine the behavior of individual animals (e.g.,
feeding), whereas Fastloc GPS allows for sub-
minute spatial sampling over long time scales
(82). This technology facilitates linkingmeasures
of animal physiology (and hence nutrient de-
mand) to foraging and movement behavior that
is motivated by spatially heterogeneous resource
supplies. In addition to landscape context, the
spatial distribution of many herbivore prey spe-
cies is influenced by their fear from perceived
predation (34, 49). Ambush predators will often
use cover (e.g., areas of higher carbon) to stalk
prey, leading prey to disproportionately avoid
those areas [e.g., (35, 83)]. Thus, monitoring
predator interactions with their prey can offer
an understanding of the indirect effects of pre-
dators on carbon cycling mediated by herbivore
spatial responses to predator presence.
The promise of using remote sensing and on-

the-ground sampling to provide the kind of syn-
ergy we call for is illustrated by a series of studies
combining on-the-ground data on African ele-
phant densities with LIDAR-derived measure-

ments of woody vegetation. Elephants are a do-
minant driver of vegetation change and treefall
in African ecosystems (84–87). Moreover, sex-
specific elephant density data revealed that bull
elephants, but not breeding herds, surpassed
abiotic controls as the dominant driver of change
in aboveground carbon stocks, which decreased
only where bull densities exceeded 0.5 bulls km−2

(87). Effects of bull elephants are, however, land-
scape dependent, leading to decreases in carbon
along rivers, at mid-elevations, and on steeper
slopes. By contrast, carbon density mostly in-
creases across the rest of the landscape regard-
less of elephant densities. Data collected from a
companion-exclusion experiment further con-
firmed the dominant role of elephants in driving
carbon change, with significantly slower carbon
gains occurring only where elephants had access
to woody vegetation.
This elephant study, along with examinations

of wildebeest impacts in savanna (15, 67), pro-
vides a blueprint for the new kinds of multi-
pronged research that is needed to understand
and predict landscape-scale effects of animals.
Such research begins with animal exclosure ex-
periments to measure rates of the full comple-
ment of zoogeochemical processes [GPP, RA, RH,
and organic matter (litter, excreta and egesta)
deposition rates and leaching losses]. Thesemea-
sures can be used to parameterize ecosystem
models and predict how much carbon should
be distributed among different biomass pools,
especially in soil and plants. Model predictions
can then be tested via systematic sampling of
carbon density within plots in the vicinity of the
exclosure experiments. It is noteworthy that the
strength of animal effects can covary or interact
with the effects of biophysical properties across
landscapes—including soil type, soil moisture,
and soil nutrients—to influence plant biomass
(88–90). This calls for landscape-scale experi-
ments that replicate exclosures along landscape
biophysical gradients to disentangle variation
arising from animal effects from variation due
to local biophysical conditions (88–90). The loca-
tion of experimental sites can be informed by re-
motely sensed characterization of biophysical
conditions, including landforms and vegetation
structure [e.g., (87, 88)] and statistical distribu-
tionmodels of soil nutrient concentrations (80, 81).
Studies involving multiple animal species should
consider using nested experimental designs—
modeled after the African KLEE, UHURU, and
GLADE experiments—that use fencing to selec-
tively exclude animal species across landscape
nutrient and rainfall gradients (90). Movement
analyses in combination with remotely sensed
biophysical conditions can facilitate understand-
ing of pathways by which animal subsidies flow
across landscapes. These data, along with animal
population surveys along those pathways, enable
an accounting of the per capita rates of animal-
mediated spatial exchange of nutrient and carbon
among areas across landscapes. This information
can be input as model parameters to refine pre-
dictions and tests of spatial variation in biomass
carbon (Fig. 3).
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Conservation and
management implications
There is growing interest to actively enlist natu-
ral ecological processes to recapture atmospheric
carbon and store it within ecosystems (91, 92).
Proposed solutions focus on managing plants
and microbes, owing to the huge role they play
in forming carbon sinkswithin ecosystems (91–93).
Conserving or managing wild animal species to
control carbon exchange between ecosystems
and the atmosphere is rarely considered as part
of the portfolio of natural carbon-recapture so-
lutions. The thinking, in fact, often holds that
managing habitat space to conserve wild ani-
mals within ecosystems will conflict with al-
locating space to capture and store carbon, or,
if both can happen in the same locations, they
are, nonetheless, functionally unrelated (94–96).
The evidence presented here shows that failing
to quantitatively account for the positive and
negative zoogeochemical effects of animals can
mean missed opportunities to enhance carbon
uptake by ecosystems or failure to achieve carbon
management targets.
Attention has also turned to the prospect of

compensating for the functional losses of wild
animals using domestic livestock (90, 97). In-
deed, methane emissions frommodern cattle pro-
duction are estimated to now fully compensate
for estimated methane emission loss due to his-
torical largemammal extinctions (18). But grazing
cattle do not always compensate directly for
functional losses of similarly sized modern wild
herbivore grazers (90, 98). The magnitude of cat-
tle effects varies with biophysical conditions of
landscapes, including soil texture, moisture and
nutrient status, and wet versus dry climates
(98, 99). Cattle exclusion experiments reveal that
heavy cattle grazing uniformly reduces ecosys-
tem carbon uptake and soil storage as well as
increases carbon fluxes from ecosystems to the
atmosphere (99, 100). This effect is opposite to
that of similarly sized wild grazers such as
Serengeti wildebeest and North American elk.
Although grazing intensity could be managed
to align with biophysical conditions in ways that
encourage grassland carbon sequestration (97, 98),
the effects would still be highly localized given
livestock herding practices. Hence, suchmanage-
ment could not replicate the kind of grazing im-
pact exerted by wild animals that migrate in
large herds across the vast spatial scales of land-
scapes.Moreover, cattle cannot at all compensate
for loss of browsing herbivores that affect savanna
woody vegetation (89) or for browsing herbivores
and frugivores residing in forest ecosystems,
where much of the defaunation is happening.
Hence, mounting evidence that large wild ani-
mals can control ecosystem carbon dynamics
argues for considering the effects of their losses
via defaunation as much as deforestation (21, 97)
when accounting for human impacts on the
global carbon cycle.
Carbon storage is only one among a larger

portfolio of land uses. Hence, there will inevita-
bly be conflicts over priorities for land allocation
(94). In such cases, it would be helpful to quan-

tify the marginal gains or losses of animal effects
to assist in adjudicating trade-off decisions about
how much land to allocate for carbon storage.
Such analyses [e.g., (15, 36)] can help quantify the
marginal returns for conserving targeted abun-
dances of animals. For instance, in the Serengeti
savannah-woodland ecosystem, carbon storage
increases by 15% for every 100,000 additional
wildebeest that live within the ecosystem, with
diminishing returns as the population size re-
aches its carrying capacity. Across the existing
range of mammal diversity, the tropical forest of
Guyana stores, on average, 10 to 15% more car-
bon for each of the 60-plus mammal species that
are conserved. There is a need to expand the scope
of this kind of research, measuring zoogeochem-
ical effects across landscape gradients in focal
animal abundances. Data from such studies can
generate important quantitative insight about the
relationships between rates of change in animal
abundance and rates of change in ecosystem
carbon storage.

Conclusions

We have shown the many ways in which zoo-
geochemical effects can control ecosystem carbon
storage and exchange across broad landscapes.
Consequently, animals should be considered as an
integral part of the portfolio of natural carbon-
recapture solutions. Without such consideration,
there may be serious inaccuracies in both carbon
cycle models and anticipated global changes,
which may lead to ineffective policy formula-
tion for natural carbon storage. We challenge
researchers to better represent how movement
and abundances of animals may affect changes
to the carbon cycle and how this will affect our
future climate. Motivating tests and refinement
of new spatial ecosystem models that consider
animal feedbacks within trophic biomass pyra-
mids through the integration of landscape-scale
experiments, cutting-edge remote-sensing tech-
nology, and statistical models and data layers
representing spatial biophysical conditions of
landscapes offers a clear path to meet such an
exciting challenge.
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HUMAN GENOMICS

Early human dispersals within
the Americas
J. Víctor Moreno-Mayar*, Lasse Vinner*, Peter de Barros Damgaard*,
Constanza de la Fuente*, Jeffrey Chan*, Jeffrey P. Spence* et al.

INTRODUCTION:Genetic studies of the Pleis-
tocene peopling of the Americas have focused
on the timing and number of migrations from
Siberia into North America. They show that
ancestralNative Americans (NAs) diverged from
Siberians andEast Asians ~23,000 years (~23 ka)
ago and that a split within that ancestral lineage
between laterNAs andAncient Beringians (ABs)
occurred ~21 ka ago. Subsequently, NAs di-
verged into northern NA (NNA) and southern
NA (SNA) branches ~15.5 ka ago, a split inferred
to have taken place south of eastern Beringia
(present-dayAlaskaandwesternYukonTerritory).

RATIONALE: Claims of migrations into the
Americas by people related to Australasians or
by bearers of a distinctive cranial morphology
(“Paleoamericans”) before the divergence of
NAs fromSiberians andEastAsianshave created
controversy. Likewise, the speed by which the
Americas were populated; the number of basal
divergences; and the degrees of isolation, admix-
ture, and continuity in different regions are poor-
ly understood. To address these matters, we
sequenced 15 ancient humangenomes recovered
from sites spanning from Alaska to Patagonia;
six are ≥10 ka old (up to ~18× coverage).

RESULTS:All genomes aremost closely related
to NAs, including those of two morphologically
distinct Paleoamericans and an AB individual.
However,we also found that thepreviousmodel
is just a rough outline of the peopling process:
NA dispersal gave rise to more complex serial
splittingandearlypopulationstructure—including

that of a population that
diverged before theNNA-
SNA split—as well as ad-
mixture with an earlier
unsampled population,
which is neither AB nor
NNA or SNA. Once in the

Americas, SNAs spread widely and rapidly, as
evidenced by genetic similarity, despite differ-
ences in material cultural, between >10-ka-old
genomes fromNorth and South America. Soon
after arrival in South America, groups diverged
along multiple geographic paths, and before
10.4 ka ago, these groups admixed with a
population that harbored Australasian ances-
try, which may have been widespread among
early South Americans. Later, Mesoamerican-
relatedpopulation(s) expandednorth and south,
possibly marking the movement of relatively
small groups that did not necessarily swamp
local populations genetically or culturally.

CONCLUSION:NAs radiated rapidly and gave
rise to multiple groups, some visible in the
genetic record only as unsampled populations.
At different times these groups expanded to
different portions of the continent, though not
as extensively as in the initial peopling. That
the early population spreadwidely and rapidly
suggests that their access to large portions of
the hemisphere was essentially unrestricted, yet
there are genomic and archaeological hints
of an earlier human presence. How these early
groups are related or structured, particularly
those with Australasian ancestry, remains
unknown. Rapid expansion, compounded by
the attenuating effect of distance and, in places,
by geographic and social barriers, gave rise to
complex population histories. These include
strong population structure in the Pacific North-
west; isolation in the North American Great
Basin, followed by long-term genetic continu-
ity and ultimately an episode of admixture
predating ~0.7 ka ago; and multiple inde-
pendent, geographically uneven migrations
into South America. One such migration pro-
vides clues of Late Pleistocene Australasian
ancestry in South America, whereas another
represents a Mesoamerican-related expansion;
both contributed topresent-daySouthAmerican
ancestry.▪
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NAdispersal and divergence over time.Schematic representation of the sampling points included
in this study (circles) and our main conclusions (presented geographically and temporally).
(A) Population history of the basal AB, NNA, and SNA branches in North America. kya, thousand years
ago. (B) Early, rapid dispersal of SNAs across the continent (~14 ka ago). (C) Recent Mesoamerican-
related expansion north and south. Arrows do not correspond to specific migration routes.
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HUMAN GENOMICS

Early human dispersals within
the Americas
J. Víctor Moreno-Mayar1*, Lasse Vinner1*, Peter de Barros Damgaard1*,
Constanza de la Fuente1*, Jeffrey Chan2*, Jeffrey P. Spence3*, Morten E. Allentoft1,
Tharsika Vimala1, Fernando Racimo1, Thomaz Pinotti4, Simon Rasmussen5,
Ashot Margaryan1,6, Miren Iraeta Orbegozo1, Dorothea Mylopotamitaki1,
Matthew Wooller7, Clement Bataille8, Lorena Becerra-Valdivia9, David Chivall9,
Daniel Comeskey9, Thibaut Devièse9, Donald K. Grayson10, Len George11,
Harold Harry12, Verner Alexandersen13, Charlotte Primeau13, Jon Erlandson14,
Claudia Rodrigues-Carvalho15, Silvia Reis15, Murilo Q. R. Bastos15,
Jerome Cybulski16,17,18, Carlos Vullo19, Flavia Morello20, Miguel Vilar21,
Spencer Wells22, Kristian Gregersen1, Kasper Lykke Hansen1, Niels Lynnerup13,
Marta Mirazón Lahr23, Kurt Kjær1, André Strauss24,25, Marta Alfonso-Durruty26,
Antonio Salas27,28, Hannes Schroeder1, Thomas Higham9, Ripan S. Malhi29,
Jeffrey T. Rasic30, Luiz Souza31, Fabricio R. Santos4, Anna-Sapfo Malaspinas32,
Martin Sikora1, Rasmus Nielsen1,33,34, Yun S. Song2,33,35†,
David J. Meltzer1,36†, Eske Willerslev1,37,38†

Studies of the peopling of the Americas have focused on the timing and number of initial
migrations. Less attention has been paid to the subsequent spread of people within the
Americas. We sequenced 15 ancient human genomes spanning from Alaska to Patagonia; six
are ≥10,000 years old (up to ~18× coverage). All are most closely related to Native Americans,
including those from an Ancient Beringian individual and two morphologically distinct
“Paleoamericans.” We found evidence of rapid dispersal and early diversification that included
previously unknown groups as people moved south. This resulted in multiple independent,
geographically uneven migrations, including one that provides clues of a Late Pleistocene
Australasian genetic signal, as well as a later Mesoamerican-related expansion. These led to
complex and dynamic population histories from North to South America.

P
revious genomic studies have estimated that
ancestral Native Americans (NAs) diverged
from Siberian and East Asian populations
~25,000 ± 1100 years ago (25 ± 1.1 ka ago)
(1, 2), with a subsequent split 22 to 18.1 ka

ago within that ancestral lineage between later
NAs and Ancient Beringians (ABs). NAs then di-
verged into two branches, northern NAs (NNAs)
and southern NAs (SNAs), ~17.5 to 14.6 ka ago
(2–4), a process inferred to have taken place south
of eastern Beringia (present-day Alaska and
western Yukon Territory). All contemporary and
ancient NA individuals for whom genome-wide
data have been generated before this study derive
from either the NNA or SNA branch.
However, disagreement exists over claims of

earlier migrations into the Americas by people
possibly related to Australasians or by bearers
of a distinctive cranial form (“Paleoamericans”)
(5, 6). Whether additional splits occurred within
the Americas, how many migratory movements
north and south took place, and the speed of
human dispersal at different times and regions are
also contentious. In contrast tomodels based on
contemporary and Pleistocene-age genetic data
(3, 4), genomic studies of later Holocene human
remains indicate postdivergence admixture be-

tween basal NA groups (7). Overall, the degree
of population isolation, admixture, or continuity
in different geographic regions of the Americas
after initial settlement is poorly understood (7–9).
Genome sequences from the Late Pleistocene

and Early Holocene are rare. If we are to resolve
howthepeoplingprocessoccurred,more sequences
are needed beyond the three currently available:
Anzick1 fromMontana (~12.8kaold) (3),Kennewick
Man/Ancient One from Washington (~9 ka old)
(10), and USR1 from Alaska (~11.5 ka old) (1).

Dataset and method summary

We engaged and sought feedback from Indige-
nous groups linked to the ancestral individuals
analyzed in this study by using the recommen-
dations for genomics research with Indigenous
communities (11–13). We obtained genome se-
quences from 15 ancient human remains (Fig. 1A).
These include remains from Trail Creek Cave 2,
Alaska (radiocarbon dated to ~9 ka ago; ~0.4×
genomic depth of coverage); Big Bar Lake, British
Columbia (~5.6 ka old; ~1.2× coverage); and Spirit
Cave, Nevada (~10.7 ka old; ~18× coverage); four
individuals fromLovelock Cave, Nevada (ranging
in age from ~1.95 to 0.6 ka old; ~0.5× to ~18.7×
coverage); five individuals from Lagoa Santa,

Brazil (~10.4 to ~9.8 ka old; ~0.18× to ~15.5×
coverage); one individual each from the Punta
Santa Ana and Ayayema sites in Patagonian Chile
(~7.2 and ~5.1 ka old, with ~1.5× and ~10.6× cov-
erage, respectively); and an Incan mummy from
Mendoza, Argentina (estimated to be ~0.5 ka old;
~2.5× coverage) (14) [all 14C ages are in calibrated
years (13, 15)] (Fig. 1, A and B). We also sequenced
a ~15.9× genome from a ~19th-century Andaman
islander, used as a proxy for Australasian ancestry
inmodels involving admixture into NAs (2, 6, 13, 16).
All DNA extracts were confirmed to contain frag-
ments with characteristic ancient DNA misincor-
poration patterns and low contamination levels
(<3%) (13). TheSpiritCave,Lovelock2, andLovelock3
genomeswere generated solely fromuracil-specific
excision reagent–treated (USER) extracts, con-
firmed to contain characteristic ancient DNAmis-
incorporation patterns before treatment (13, 17).
To assess the genetic relationships among these

and other ancient and contemporary human ge-
nomes,we compiled awhole-genome comparative
dataset of 378 individuals (13). Additionally, we
merged these data with a single-nucleotide poly-
morphism (SNP) panel of 167 worldwide pop-
ulations genotyped for 199,285 SNPs, enriched
in NA populations whose European and African
ancestry components have been identified and
masked (2, 4, 13, 18) (Fig. 1A). Of particular interest
are the Mixe, a Mesoamerican reference group
representing an early internal branchwithin SNAs,
before the divergence of South Americans (4),
which lacks theAustralasian ancestry signal docu-
mented among someAmazonian groups (2, 6, 16).
We explored the ancient individuals’ broad

genetic affinities initially by using model-based
clustering (19) and multidimensional scaling
(MDS) (Fig. 1, C to F) (13). MDS was applied to
both the identity-by-state distance matrix for all
individuals (20) and the f3 distance matrix over
populations included in the SNP array dataset
(13, 21, 22). We then tested specific hypotheses by
computing error-corrected and genotype-based
D statistics (13, 21, 23) and fitting admixture
graphs (4, 13, 21, 24) (Figs. 2, 3, and 4). Further-
more, we inferred demographic and temporal
parameters by using the joint site frequency spec-
trum (SFS) (25, 26) and linkage disequilibrium
(27, 28) information (Fig. 5). These efforts enabled
us to explore finer-scale complex models by using
whole-genome data (13). The average depth of
coverage of the genomes presented in this study
rangeswidely, whichmeant that not all genomes
could be used in all analyses, as specified (13).
Our aim is to understand broad patterns in the

dispersal, divergence, and admixture of people
throughout theAmericas. Given the highly uneven
distribution of genome samples in time and space,
our results are expressed—as much as possible—
chronologically from oldest to youngest and
geographically from north to south to mirror
how the peopling of the Americas proceeded.

Insights into early eastern Beringian
populations from an Alaskan genome

Although the earliest archaeological evidence for
a human presence in eastern Beringia remains
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disputed, people were present in Alaska by at
least 14.4 ka ago (29). Genomic insights from the
USR1 genome indicate that ABs (1) remained
isolated in interior Alaska until at least the
terminal Pleistocene and were an outgroup to
NNAs and SNAs. It was inferred that the NNA-
SNA population split occurred outside of eastern
Beringia (1, 2). By contrast, recent findings sug-
gest that the ancestral population of NNAs existed
north of the continental ice sheets (9).
The Trail Creek Cave genome is from a tooth of

a young child recovered from Alaska’s Seward
Peninsula (13). This individual clusters adja-
cent to USR1 in MDS analyses (Fig. 1C) (13) and
carries a similar distribution of ancestry compo-
nents (Fig. 1F) (13). The Trail Creek individual
andUSR2 (foundwith anda close relative toUSR1)
harbor the same mitochondrial DNA (mtDNA)
haplogroup, B2, but not the derived B2 variant
found elsewhere in theAmericas (1, 13). Genotype-
based D statistics of the form D(Aymara, NA;
TrailCreek, Yoruba) and D(USR1, TrailCreek; NA,
Yoruba) suggest that Trail Creek forms a clade
with USR1 that represents an outgroup to other
NAs (13). This placement was supported by fitting
f statistic–based admixture graphs (13, 21).
The procedure described here, which was

also used for other samples, relies on a “seed
graph” that incorporates the formation of the
ancestral NA group and its three basal branches
(ABs, NNAs, and SNAs) (1, 30, 31). The seed graph
includes the following leaves: Yoruba (represent-
ing Africans), Mal’ta (ancient north Eurasians),
Andaman (Australasians), Han (East Asians),
USR1 (ABs), Athabascan (NNAs), and Spirit Cave
(SNAs) (see below) (13). We enumerated all pos-
sible extensions of the seed graph where an indi-
vidual genome, Trail Creek in this case, was added
as either a nonadmixed or an admixed population
(32). We optimized the parameters for each
topology by using qpGraph (21) and favored the
graph producing the best likelihood and the
lowest residuals between observed and predicted
f statistics. Given that admixed models yield
better likelihood scores (because of the additional

parameters being optimized), we considered an
admixed model to be an improvement compared
with its nonadmixed counterpart only if the ab-
solute difference between fit scores (log likelihoods)
was greater than ~4.6, corresponding to a P value
of ~0.01 in a standard likelihood ratio test (30).
In agreement with the exploratory analyses, we
found the model in which the Trail Creek and
USR1 individuals form a clade to be the most
likely (Fig. 2A) (13).
These results suggest that the USR1 and Trail

Creek individuals were members of an AB meta-
population that occupied eastern Beringia and
remained isolated from other NA populations
during the Late Pleistocene and Early Holocene.
Finding twomembers of the AB population, from
sites ~750 km apart, with similar artifact tech-
nologies (13) supports the inference that the SNA-
NNA split occurred south of eastern Beringia
(1, 9). The alternative, that NNAs and SNAs split
in Alaska, seems less likely; it would have re-
quired several thousand years of strong popula-
tion structure prior to ~16 ka ago to differentiate
those groups from each other and from ABs, as
well as a separate SNA presence, which has yet
to be found (1). These data indicate that the
Athabascans and Inuit, who inhabit Alaska
today and are NNAs but with additional Siberian-
related ancestry (1, 4, 18, 33), presumably moved
north into the region sometime after ~9 ka ago,
the age of the Trail Creek individual (1, 13).

Rapid dispersal of the SNA population
across the Rockies and into
South America

The NNA-SNA split is estimated to have taken
place ~17.5 to 14.6 ka ago (1, 2). Members of the
SNA branch ultimately reached southern South
America, and on the basis of mtDNA, Y chromo-
some, and genome-wide evidence, this likely oc-
curred quickly (2, 7, 8, 34, 35). This movement
gave rise to serial splitting and early popula-
tion structure, with Mesoamericans being the
most deeply divergent group, followed by South
Americans east and west of the Andes (4, 36).

However, genomic data fromSpirit Cave (10.7 ka old)
and Lagoa Santa (10.4 ka old), the oldest sites
in this study, show that the SNA dispersal
pattern south of the continental ice sheets in-
volved complex admixture events between earlier-
established populations.
MDS and ADMIXTURE, as well as a TreeMix

tree focused on SNA genomes, reveal that the
Spirit Cave and Lagoa Santa individuals were
members of the SNA branch (Fig. 1, C and F) (13).
Within that branch, Spirit Cave is closest to
Anzick1, whereas Lagoa Santa is closest to
southern SNA groups. Two of the Lagoa Santa
individuals carry the same mtDNA haplogroup
(D4h3a) as Anzick1, yet three of the Lagoa Santa
individuals harbor the same Y chromosome
haplogroup as the Spirit Cave genome (Q-M848)
(13). Nonetheless,MDS transformations restricted
to SNAs (Fig. 1, D and E) (13), together with
TreeMix graphs including admixture (13), suggest
that these ancient North and South American
individuals are closely related, regardless of Lagoa
Santa’s affinity to present-day South American
groups.
We formally tested this scenario by fitting f

statistics–based admixture graphs and found
that even though the Anzick1, Spirit Cave, and
Lagoa Santa individuals are separated by ~2 ka
and thousands of kilometers, genomes from these
three individuals can bemodeled as a clade to the
exclusion of theMesoamericanMixe (13). Although
we did not find evidence rejecting this clade by
using TreeMix and D statistics (13), further SFS-
basedmodeling indicates that theMixemost likely
carry gene flow from an unsampled outgroup
and form a clade with Lagoa Santa. Including
nonzero outgroup admixture into theMixewhen
fitting an f statistics–based admixture graph re-
sulted in a significantly better fit (likelihood ratio
test; P < 0.05) (Fig. 3, A and B) (13). Hereafter, we
refer to that outgroup as unsampled population
A (UPopA), which is neither AB, NNA, or SNA
and which we infer split off from NAs ~24.7 ka
ago, with an age range between 30 and 22 ka ago
[95% confidence interval (CI); this large range is
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a result of the analytical challenge of estimating
divergence and admixture times in the absence
of UPopA genome data]. This age range overlaps
with the inferred split of NAs from Siberians and
East Asians 26.1 to 23.9 ka ago (1) and the di-

vergence of USR1 from other NAs (23.3 to 21.2 ka
ago). This temporal overlap, which cannot be
fully resolved into a relative sequence with cur-
rent data, suggests that multiple splits took place
in Beringia within a short span of time. Depend-

ing on how close these splits ultimately prove to
be, they could imply that moderate structure
existed within Beringia (1, 37), possibly along
with indirect gene flow from Siberians, perhaps
via other NA populations. Under a model with a
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Fig. 1. Ancient
genome overview
and broad
genetic affinities.
(A) Sampling loca-
tions for ancient
genomes (circles)
(newly reported
genomes are
labeled in bold)
and present-day
NAs [triangles
colored by the
grouping used in
(2, 4)]. NNAs and
SNAs were clas-
sified by following
(1). Present-day
whole-genome data
are labeled in dark
blue. Broad geo-
graphic features
mentioned in the
text are shown in
dark red; the extent
of glacial ice sheets
~15.5 ka ago (kya)
(73) is shown in
light blue. Anc,
ancient; Pta Sta
Ana, Punta Santa
Ana. (B) Calibrated
radiocarbon ages
for ancient
genomes. Open
circles, previously
published
genomes; filled
circles with depth
of coverage,
genomes from this
study. SpCave,
Spirit Cave;
LagoaSta, Lagoa
Santa. (C) MDS
plot from the
f3 distance matrix
computed from a
subset of the SNP
array dataset
(~200,000 sites),
including Siberian
and NA popula-
tions. Dim,
dimension. (D and
E) MDS plots sim-
ilar to the plot in
(C), showing the
first three dimensions for SNA groups only. (F) ADMIXTURE proportions with the assumption of K = 16 ancestral populations. Bars represent individuals; colors
represent ancestral components. For clarity, we show only NAs. Three individuals are represented for populations with n > 3 genomes,
and single genomes are represented as wider bars. Siberians and NAs are organized according to (4). WGS, whole-genome sequence; Hist, historic.
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pulselike gene flow, we inferred a probability of
~11% gene flow fromUPopA into theMixe ~8.7 ka
ago (95% CI, 0.4 to 13.9 ka ago; the wide interval
potentially reflects unmodeled continuous migra-
tion) (Fig. 5) (13). Thus, we favor a model where
the common ancestor of the Anzick1 and Spirit
Cave individuals diverged fromthe commonances-
tor of the Lagoa Santa and Mixe individuals
~14.1 ka ago (95%CI, 13.2 to 14.9 ka ago), perhaps
as the Lagoa Santa–Mixe ancestral population
was moving southward. We infer that the Lagoa
Santa population diverged from theMixe shortly
thereafter, ~13.9 ka ago (95%CI, 12.8 to 14.8 ka ago)
(Fig. 5) (13). The proximity of these estimated
divergence times suggests that the dispersal pro-
cesswas very rapid on an archaeological time scale,
as populations expanded across North America
perhaps in amatter of centuries and then into east-
ern South America within a millennium or two.

Australasian ancestry in Early
Holocene South America and claims
of Paleoamericans

Both the Spirit Cave and Lagoa Santa individuals
have been identified as Paleoamericans (38, 39),
connoting a cranial morphology distinct from
that of modern NAs. Interpretations of this pat-
tern range from its being the result of a separate
earlier migration into the Americas to its arising
from population continuity with in situ differen-
tiation owing to factors such as isolation and
drift (13, 40–42). We examined whether this mor-
phology might be associated with ancient Austra-
lasian genetic ancestry found in present-day
Amazonian groups (2, 6). However, no morpho-
metric data are available for present-day peoples
with this genetic signal (6), nor has this signal
been detected in any ancient skeleton with this
morphology (2, 10).
To test for the Australasian genetic signal in

NAs, we computedD statistics of the formD(NA,
NA; Eurasian, Yoruba), where NA represents all
newly sequenced and reference high-depth NA
genomes (13). In agreementwith previous results
(6), we found that the Amazonian Suruí share a
larger proportion of alleles with Australasian
groups (represented by Papuans, Australians,
and Andaman Islanders) than do the Mixe (13).
Lagoa Santa yielded results similar to those ob-
tained for the Suruí: The analyzed Lagoa Santa
genome also shares a larger proportion of alleles
with Australasian groups, but not with other
Eurasians, than do Mesoamerican groups (the
Mixe and Huichol) (Fig. 4) (13). However, the
Australasian signal is not present in the Spirit
Cave individual, and we include this distinction
in the admixture graph modeling (Figs. 3A and
4A) (13). We inferred less than 3% European
contamination in the Lagoa Santa genome (<3%)
(13) and show that this finding is robust to
potential European contamination by computing
“contamination-corrected” f4 statistics (Fig. 4B)
(13). The presence of the Australasian genomic
signature in Brazil 10.4 ka ago and its absence in
all genomes tested to date that are as old or older
and located farther north present a challenge in
accounting for its presence in Lagoa Santa.

Notably, all sequenced Paleoamericans (includ-
ing Kennewick Man/Ancient One) (2, 10) are gen-
etically closer to contemporary NAs than to any
other ancient or contemporary group sequenced
to date.

Multiple dispersals into South America

Genome-wide data from contemporary popula-
tions suggested a single expansion wave into
South America with little gene flow between

groups (4) [but see (36)]. By contrast, analysis
of later Holocene genomes suggests that South
Americans derived from one or more admixture
events between two ancestral NA groups, possibly
via multiple movements into South America (7).
To test these competing scenarios, we per-

formed an exhaustive admixture graph search, as
described above.We fitted a seed graph involving
Yoruba,Mal’ta, Andaman,Han,Anzick1, Spirit Cave,
Lagoa Santa, andMixe (present-dayMesoamerican)
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Fig. 2. Admixture graphs modeling the ancestry of ancient North American genomes.We enumerated
all possible extensions of the seed graph (13) where we added Trail Creek (A), Big Bar (B), 939 (C),
Kennewick Man/Ancient One (D), and ASO (E) genomes each as a nonadmixed or an admixed population
and optimized the parameters for each topology by using qpGraph. In each graph, the test population
is shown in blue.We show the best-fitting model for each genome as inferred from the final fit score. Above
each graph, we show the four populations leading to the worst D statistic residual; the observed value
for this statistic, the expected value under the fitted model, the residual, the SE of the residual, and the
z-score for the residual; and the model fit scores. Numbers to the right of solid lines are proportional to the
optimized drift; percentages to the right of dashed lines represent admixture proportions. Athab, Athabascan;
Nat. Am., Native American. (F) Error-corrected D statistics restricted to transversion polymorphisms testing
the genetic affinity between ASO individuals and different SNA pairs. Points represent D statistics, and error
bars represent ~3.3 SEs (std. err.) (P ~ 0.001). For each test, we show the absolute z-score beside its
corresponding D value. A pool of the five sequenced individuals represents the Lagoa Santa population.

RESEARCH | RESEARCH ARTICLE
on D

ecem
ber 10, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


genomes and tested all possible “nonadmixed”
and “admixed” models for SNAs: the Meso-
americanMaya and Yukpa of Venezuela, groups
east (the Suruí, Karitiana, Piapoco, and Chané)
and west (the Aymara and Quechua) of the
spine of the Andes, six ancient Patagonians [one
from Ayayema, one from Punta Santa Ana, and
four individuals from (43)], the ancient Taino
(44), and the Aconcagua Incan mummy (14) (Fig.
1B) (13). This analysis indicates that most present-
day South American populations do not form a
clade with Lagoa Santa but instead derive from a
mixture of Lagoa Santa– and Mesoamerican-
related ancestries (Fig. 3A) (13). We confirmed
these results by computing standard and error-
corrected D statistics of the form D(LagoaSanta,
SNA;Mixe, Yoruba) andD(Mixe, SNA;LagoaSanta,

Yoruba) (Fig. 3B) (13). For most groups, these
statistics are inconsistent with a simple tree
and indicate multiple dispersals into South
America.
The ~5.1-ka-old Patagonian Ayayema genome

is an exception; it forms a clade with the Lagoa
Santa population. This suggests that the arrival
of the Mesoamerican-related ancestry occurred
post–5.1 ka ago and/or that it did not reach the
remote region inhabited by the Ayayema in-
dividual’s ancestors (Fig. 3C) (13). This result is
qualitatively mirrored by the 7.2-ka-old Punta
Santa Ana individual (both cluster with present-
day Patagonians and form a clade with Lagoa
Santa). However, the low coverage of Punta Santa
Ana may reduce our power to detect possible
Mesoamerican-related admixture (Fig. 3C) (13).

We further explored the fit of the model (Fig.
3A) for each South American group by fixing the
Australasian contribution into Lagoa Santa and
the Mesoamerican contribution (Fig. 3, D and E)
into the test SNA population across a range of
values (13). Whereas an Australasian contribution
of less than 1% and greater than ~6% results in
a significant decrease in likelihood (likelihood
ratio test; P < 0.05), the Mesoamerican contribu-
tion has awider range of plausible values (Fig. 3E)
(13). Yet modeling each SNA group with little to
no Mesoamerican-related admixture consistently
yields significantly lower fit scores (P < 0.05) (13),
except for the Ayayema individual (Fig. 3D) (13).
The Australasian contribution into Lagoa Santa

was consistently nonzero when we modeled
South Americans, althoughwe did not observe in
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Fig. 3. f statistics–based
tests show a rapid dispersal
into South America, followed
by Mesoamerican-related
admixture. (A) Schematic rep-
resentation of a model for SNA
formation.Thismodel represents
a reasonable fit to most present-
day populations (13). UPopA-,
Mixe-, and Australasian-related
admixture lines are color-coded
as in subsequent panels. Meso.,
Mesoamerican. (B) Fit score of
the graph shown in (A) (exclud-
ing South Americans) as a
function of “unsampled admix-
ture” in the Mixe.The point
indicates the unsampled admix-
ture proportion that yields the
best fit score. (C) Error-corrected
D statistics showing that Lagoa
Santa (LagoaS), Mixe, and most
SNA genomes cannot be
modeled by using a simple tree.
(Top) The tested null hypothesis,
together with an indication of the
pair of populations with excess
allele sharing, depending on the
sign of D. SNA populations are
organized according to their
sampling location (labels on the
right). Points represent D statis-
tics, and error bars represent
~3.3 SEs (which corresponds to
a P value of ~0.001 in a Z test).
For each test, we show the abso-
lute z-score beside its
correspondingD value. (D and E)
Fit score surfaces for the
“admixed” SNAmodel with fixed
Mixe and Australasian admixture
proportions. For the Ayayema
and Suruí, we explored the fit of the model shown in (A) across a grid of values
for theMixe proportion in SNAs {0,0.05,...,1} and theAustralasian contribution to
Lagoa Santa {0,0.01,...0.1}. “X” indicates the parameter combination yielding
the best score. Contour lines were drawn such that all parameter combinations
contained within a given line yield a fit score lower than that indicated by the
contour label. (F) A one-dimensional representation of (D) and (E) for all SNA
populations. In this case, we fixed the Australasian contribution to Lagoa Santa

at 3%. Each line is labeled at the value that yields the best fit score.We
compared different models on the basis of their fit scores, where a difference of
~3 corresponds to a P value of ~0.05 and a difference of ~4.6 corresponds
to a P value of ~0.01. For (B), a pool of the five sequenced individuals represents
the Lagoa Santa population. For (C) to (F), we considered the called-genotype
dataset excluding transitions (13) and used the high-depth Sumidouro5
individual as a representative of the Lagoa Santa population.
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Fig. 4. Allele sharing symmetry tests for pairs of NAs, relative to present-
day Eurasian groups. (A) We computed D statistics of the form D(NA,
NA; Eurasian, Yoruba) to test whether a given NA group carries excess
“non-NA” ancestry compared with other NAs. For each statistic, we obtained
a z-score (diamonds) on the basis of a weighted block jackknife procedure
over 5-Mb blocks. Vertical lines represent ~3.3 and ~-3.3 (which correspond
to a P value of ~0.001). In this case, we show only results for present-day
Eurasian populations (13). Purple, Oceanians; pink, Southeast Asians;
gray, non-Australasians. (B) Contamination-corrected f4 statistics of the
form f4(Mixe, Lagoa Santa; Australasian, Yoruba). For each statistic, we

subtracted the value of f4(Mixe, French; Australasian, Yoruba), weighted
by an assumed contamination fraction c ranging between 0 and 10% (y axis).
Points represent f4 statistics, and error bars represent ~3.3 SEs. We
observe that the apparent allele sharing between Lagoa Santa and Australa-
sians increases as a function of the correction. As a reference, we show the
values of f4(Mixe, Suruí; Australasian, Yoruba) as solid vertical lines. All
tests are from the whole-genome dataset described in (13) and excluding
transition polymorphisms. H3, D-statistic term (see the supplementary
materials); WCDesert, Ngaanyatjarra from western central desert.
(C) Approximate sampling locations for Australasian groups highlighted in (A).
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every case a significant improvementwhenmodel-
ing Australasian admixture into SNA groups
through Lagoa Santa (13). This result suggests
that this ancestry was widespread among early
South Americans. Although we are unable to esti-
mate the Lagoa Santa–related admixture propor-
tion for these groups with confidence, we observe
a general trend for populations east of the Andes
(e.g., the Suruí) to bear more of this ancestry than
Andean groups (e.g., the Aymara) (Fig. 3F) (13). A
possible explanation for this difference is that
greaterMesoamerican-related admixture occurred
on the western side of the Andes.
Lastly, we explored the demographic history of

present-day South Americans by using both joint
SFS (momi2) (25, 26) and linkage disequilibrium
information [SMC++ (27) and diCal2 (28)]. We
seek to understand these groups’ relationships to
Lagoa Santa—which also provides an indirect
means of assessing the effects of admixture on
the Australasian signature. For the SFS analysis,
we selected the Karitiana, the only SNA popula-
tion for which a sufficient number of unadmixed
genomes are publicly available (n = 5); for the
diCal analysis, we used the Karitiana, Aymara
(n = 1 genome), and Suruí (n = 2 genomes) (13).
From SFS analysis, we infer that the ancestors of
Lagoa Santa and Karitiana diverged from each
other ~12.9 ka ago (95% CI, 10.4 to 14.0 ka ago).
Subsequently, the latter received gene flow from
aMesoamerican-related population, which already
carried admixture from the outgroup UPopA
(Fig. 5) (13). With the assumption of pulselike
migration, this points to recent gene flow (~35%)
from the Mesoamerican-related group into
Karitiana (Fig. 5), possibly suggesting ongoing
admixture over an extended period. When we
allowed for two pulses, we inferred substantial

gene flow in both the recent and distant past (13).
The diCal2 results are consistent for the Karitiana,
Aymara, and Suruí populations, showing that their
demographic histories involved amixture between
a Lagoa Santa–related source and a Mixe-related
source (13).
Overall, our findings suggest that soon after

arrival, South Americans diverged alongmultiple
geographic paths (36). That process was further
complicated by the arrival of a second indepen-
dent migration and gene flow in Middle to Late
Holocene times. Later admixture potentially re-
duced the Australasian signature that might have
been carried by earlier inhabitants.

Long-term population continuity in the
North American Great Basin and the
Numic Expansion

Mesoamerican-related expansion possibly had a
bearing on a later, unresolved pattern seen in
North America. In the western Great Basin of
North America, paleoenvironmental evidence
indicates decreased effective precipitation and
increased aridity during the Middle Holocene,
which led to a human population decline (45, 46).
By ~5 ka ago, regional populations were rebound-
ing, but whether these were descendants of the
previous inhabitants is unknown. Unclear also is
the relationship between those later Holocene
groups and the people present in the region at
the time of European contact and today. Linguis-
tic evidence suggests that ancestors of Numic
speakers presently inhabiting the region today
arrived recently, perhaps ~1 ka ago. There is also
archaeological evidence of changes in material
culture around that time, thoughhow those relate
to the linguistic turnover is uncertain. Nor is it
known whether these changes are related to

population admixture or replacement. Patterns
and changes in language, material culture, and
genetics need not be congruent or causally linked
(47). Thus, the so-called Numic Expansion hy-
pothesis has been highly debated (46, 48); we
address the population aspect by comparing
genomes from Spirit Cave and Lovelock Cave
(Fig. 1A) (13).
MDS and ADMIXTURE analyses, as well as

D statistics of the formD(SpiritCave, Lovelock2/3;
NA, Yoruba), suggest that despite the ~9 ka
separating the Spirit Cave and Lovelock individ-
uals, they form a clade with respect to other NAs
(Fig. 1, C to F) (13).We tested that topology through
the same admixture graph search implemented
for SNAs (13). We were not able to reject the
model without Mesoamerican-related admixture
for Lovelock 2 (~1.9 ka old). However, the ~0.7-ka-
old Lovelock 3 individual receivedMesoamerican
admixture from a group that was likely not
present in the region just ~1.2 ka earlier, at the
time of Lovelock 2. Because we do not know the
language(s) that may have been involved, we can-
not securely attribute this admixture to arriving
Numic speakers [the Mixe, whom we use as a
proxy forMesoamerican ancestry, fall in a separate
language family from Numic (49)]. Notably, we
also observe genetic continuity, suggesting that
there was not a complete population replacement.
Present-day Pima from northern Mexico can

also best be modeled as a Mesoamerican-related
mixture. However, the Pima require admixture
from a branch splitting above the Mixe–Spirit
Cave divergence, likely an NNA population (13).
We cannot specify a particular source population.
These patterns indicate that complex population
movements andmixture occurred after the initial
settlements of the Great Basin and Southwest
from both the north and south.

Long-term complex population history in
the Pacific Northwest

Pacific Northwest groups had a Late Pleistocene
demographic history argued to be distinct from
that of early SNA groups (1, 2, 9, 18, 33). To ex-
plore the population history and the relationship
of regional populations to NNAs and SNAs, we
assessed the genetic affinities between the 5.6-ka-
old Big Bar Lake individual from the Fraser
Plateau of central British Columbia and otherNAs.
Given their relative geographic proximity, we
included the 939, 302, and 443 individuals from
coastal British Columbia (9) and the Kennewick
Man/Ancient One (10). As these genomes have
been deemed representatives of NNAs, we also
included genomic data from ancient southwestern
Ontario (ASO) individuals, who are closely related
to Algonquin (NNA) populations (7).
These ancientNorthAmerican individuals clus-

tered separately from SNA populations in both
MDS transformations, and their ancestry com-
ponent distribution closely resembles that ofNNA
populations (Fig. 1, C and F) (13). However, we
observedgeneticdifferentiationbetween these indi-
viduals and other North American populations.
Whereas the ancient coastal British Columbian
individuals clustered together with present-day
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Fig. 5. Demographic history
of SNAs. A schematic repre-
sentation of the most likely
model relating the ancient
USR1, Anzick1, Spirit Cave,
and Lagoa Santa genomes
and the present-day Mixe (n =
3 genomes) and Karitiana
(n = 5 genomes).
Demographic parameters
were inferred by using momi2
(13). This model features a
quick north-to-south splitting
pattern for SNAs over a
period shorter than 2 ka, with
later admixture from an out-
group (UPopA) into the
Mesoamerican Mixe. In addi-
tion, we found evidence of
gene flow from the latter into
present-day South Ameri-
cans, represented in this case
by the Karitiana. Admixture
pulses from USR1 into the
ancestors of other NAs follow
the inference in (1).
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Athabascan and Tsimshian speakers from the
region, the ASO group and Kennewick Man/
Ancient One were placed in an intermediate
position between NNAs and SNAs. Although
the Big Bar individual was placed close to NNA
populations not carrying recent Siberian admix-
ture (Fig. 1, C and F) (13),D statistics of the form
D(Aymara, NA; BigBar, Yoruba) andD(USR1, NA;
BigBar, Yoruba) suggest that Big Bar represents a
previously undetected outgroup to non-AB NAs,
one that diverged before the NNA-SNA split (13).
To describe the genetic ancestry of these indi-

viduals, we used the admixture graph search
strategy (13). In agreement with previous results,
the ancient coastal British Columbian individ-
uals are bestmodeled as a cladewithAthabascans,
who bear Siberian-related admixture (Fig. 2C).
However, the best-fitting model suggests that the
Big Bar individual represents a population that
split before the NNA-SNA divergence but after AB
divergence and without Siberian admixture (Fig.
2B) (13). Lastly, in accordance with their place-
ment in bothMDS transformations, we observed
that Kennewick Man/Ancient One and ASO in-
dividuals are best modeled as deriving a frac-
tion of their ancestry from an SNA-related source,
represented by Spirit Cave in this case (Fig. 2, D and
E) (13). We confirm this through error-corrected
D statistics (Fig. 2F) (13) suggesting gene flow
between ASO individuals and an SNA group that
diverged after the split of Anzick1 and that did
not bear recent Mesoamerican-related ancestry.
Thus, the broader population history in this

region was evidently marked by admixture be-

tween the NNA and SNA branches that most
likely gave rise to the ancestors of Kennewick
Man/Ancient One and ASO individuals and by iso-
lation between groups in coastal British Columbia
(represented by the 939 individual) and interior
British Columbia (represented by Big Bar).

Discussion

The genomes described here do not undermine
the previously established tree in which AB
splitting from ancestral NAs is followed by the
basal NNA-SNA split south of eastern Beringia.
However, they show that the tree is at best a
rough outline of the peopling process. We now
find that once south of eastern Beringia, NAs
radiated rapidly and gave rise to multiple pop-
ulations, some of which are visible in the genetic
record only as unsampled populations and which
at different times expanded to different portions
of the continent, though not as extensively as in
the initial peopling (Fig. 6).
Rapidmovement fromNorth to South America

is evident genetically (Fig. 6, A and B) and had
been anticipated from the “archaeologically-
instantaneous” appearance of sites throughout
the hemisphere dating to just after 13 ka ago
(50, 51). The evidence suggests that themechanism
of movement was not simply gradual population
growth and incremental geographic expansion
but rather was more akin to leap-frogging across
large portions of the diverse intervening landscape
(52). If this result holds, it predicts that additional
terminal Pleistocene samples will fit on a starlike
pattern, as observed in this study.

That the early population evidently spread
widely and rapidly but somewhat unevenly across
the Americas in turn suggests that their access
to large portions of the hemisphere was essen-
tially unrestricted (52). Yet the genetic record con-
tains hints of early unsampled populations (6)
(Fig. 5), and the material culture associated with
that rapid spread (Clovis and later) is distinct
from and postdates the earliest secure archae-
ological presence in the Americas at 14.6 ka ago
(53). How these early groups are related, partic-
ularly those with excess Australasian ancestry,
and their degree of structure remain largely
unknown.
The Australasian signal is not present in USR1

or Spirit Cave and appears only in Lagoa Santa.
None of these individuals have UPopA- or
Mesoamerican-related admixture, which appar-
ently dampened the Australasian signature in
South American groups, such as the Karitiana
(Figs. 4 and 5). These findings suggest that the
Australasian signal, possibly present in a struc-
tured ancestral NA population (16), was absent
in NA before the Spirit Cave–Lagoa Santa split.
Either groups carrying this signal were already
present in South America when the ancestors of
Lagoa Santa reached the region, or Australasian-
related groups arrived later but before 10.4 ka
ago (the Lagoa Santa 14C age). That this signal
has not been previously documented in North
America implies that an earlier group possessing
it had disappeared or that a later-arriving group
passed through North America without leaving
any genetic trace (Fig. 6, A and C). If such a signal
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Fig. 6. Schematic depiction of the processes of human dispersal and
divergence in the Americas, arranged chronologically. (A) Initial entry
into eastern Beringia and then into unglaciated North America, ~25 to
~13 ka ago, during which multiple splits occurred: first those in Beringia
(UPopA and ABs from the NNA-SNA line), followed by the Big Bar
ancestral population split from the NNA-SNA line, and then lastly the
NNA-SNA split south of eastern Beringia. NNA groups remained in
northern North America, whereas SNA groups began to disperse across
the North American continent. (B) Period of dispersal hemisphere-wide,
~14 to ~6 ka ago, during which time SNAs moved rapidly from North into
South America, resulting in the close affinities of the nearly contempora-
neous Spirit Cave and Lagoa Santa individuals. Early South American

populations possibly carried an Australasian-related admixture, as seen in
the Lagoa Santa individual, and diverged west and east of the Andes.There
was also admixture in North America between the NNA and SNA groups
before 9 ka ago that formed the population of which Kennewick Man/
Ancient One was a member. It is inferred that during this period but after
9 ka ago (the age of the Trail Creek AB individual), NNA groups moved
north into Alaska. (C) Population expansion out of Mesoamerica sometime
after ~8.7 ka ago.These groups moved north into the Great Basin, resulting
in a population turnover after 2 ka ago, evidenced by the difference between
the Lovelock 2 and Lovelock 3 individuals. In South America, that expansion
contributed to the ancestry of most South American groups but did not reach
Patagonia by 5.1 ka ago, the time of the Ayayema individual.
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is ultimately detected in North America, it could
help determine when groups bearing Australa-
sian ancestry arrived, relative to the divergence
of SNA groups.
Although we detected the Australasian signal

in one of the Lagoa Santa individuals identified
as a Paleoamerican, it is absent in other Paleo-
americans (2, 10), including the Spirit Cave ge-
nome with its strong genetic affinities to Lagoa
Santa. This indicates that the Paleoamerican cra-
nial form is not associated with the Australasian
genetic signal, as previously suggested (6), or any
other specific NA clade (2). The Paleoamerican
cranial form, if it is representative of broader
population patterns, evidently did not result from
separate ancestry but likely from multiple factors,
including isolation, drift, and nonstochastic mech-
anisms (2, 10, 13, 54).
The attenuating effects of distance, compounded

(in places) by geographic barriers, led to cultural
drift and regional adaptations, even early in the
peopling process (52, 55). It was previously sur-
mised that Clovis (Anzick1) andWestern Stemmed
(Spirit Cave) technologies (46, 56) represented
“genetically divergent, founding groups” (57).
It appears instead that the divergence is princi-
pally cultural, between genetically close popula-
tions living on opposite sides of the Rocky
Mountains. This result affirms the point that
archaeological, anatomical, and genetic records
are not necessarily congruent (47).
That one of the principal isolating mechanisms

was likely geographic helps explain the long-term
population continuity in the Great Basin. Conti-
nuity existed despite fluctuating human popu-
lation densities and the cultural and linguistic
changes that occurred over a 9-ka span (46). In
the Pacific Northwest, geographic barriers were
less formidable, but we surmise that the region’s
natural richness and diversity may have led
groups to inhabit different environmental niches,
which resulted in the emergence of social bound-
aries that maintained population separation. In
this region’s long history, we find evidence that
groups on the coast (e.g., 939) and their contem-
poraries in the interior (Big Bar) were as genet-
ically distinct as are present-day groups (18) (Fig.
6A). How or whether such differences map to the
region’s rich linguistic complexity and material
culture differences is not known (13, 58). Previous
research on mtDNA and Y sequences hypothe-
sized a shared origin for Pacific Northwest
populations, followed by divergence due to iso-
lation and drift (18). That Big Bar represents a
previously unseen, isolated population supports
its ancestral isolation and drift but implies that
the initial peopling of the region was complex
and structured.
We also found evidence of a later Meso-

american admixture, which though geograph-
ically extensive was not associated with a “wave”
throughout the Americas, nor did it inevitably
lead to replacement. Rather, it appears to mark
the movement north and south (Fig. 6C) of what
may have been relatively small groups that did
not necessarily swamp local populations geneti-
cally or culturally, as illustrated by admixture in

the Lovelock 3 individual. Regardless of whether
this marks the Numic Expansion, it was asso-
ciated with evidence of cultural continuity as well
as change; it was not an instance of population
replacement. How or whether this Mesoamerican-
related expansion is expressed culturally in South
America is not known.
The genomes reported here fill gaps in our

temporal and spatial coverage and are valuable
anchor points that reveal that the human pop-
ulation history of the Americas. As has long been
expected (52) and is characteristic of human pop-
ulation histories around the world (59), the
peopling process was marked by complex local
and long-range demographic processes over time.
The peopling of the Americas will likely prove
more complicated still. As we have found, there
was a previously unknown population in the
Americas (UPopA), as well as one that harbored
an Australasian signal in the Late Pleistocene
and reached South America, yet left no apparent
traces in North America. In addition, all of our
evidence of the peopling process is from archae-
ologically known groups: Clovis (Anzick) and later
populations. Yet there is archaeological evidence
of an earlier, pre-Clovis presence in the Americas,
one for which we have yet to recover any ancient
DNA. How these various population threads may
ultimately come together and how these popula-
tions are related to NAs past and present remain
to be resolved.

Materials and methods
Laboratory procedures

Ancient DNA work was performed in dedicated
clean laboratory facilities at the Centre for
GeoGenetics, Natural HistoryMuseum, University
of Copenhagen. Extraction, treatment, and library
build protocols followed for each sample are de-
tailed in (13). Sequencing was carried out in
Illumina HiSeq instruments.

Data processing

Sequencing reads were trimmed for Illumina
adaptors by using AdapterRemoval (60) and
mapped to the human reference genome build
37 by using BWA v.0.6.2-r126 (61) with disabled
seeding (−l parameter) (62). Readswithmapping
quality lower than 30 were discarded, polymer-
ase chain reaction duplicates were identified by
using MarkDuplicates (63), and local realignment
was carried out by using GATK (64). Genotype
calls for high-coverage samples were generated
by using SAMtools mpileup (65) and filtered
according to the method of (2). Called genotypes
were phased with impute2 (66, 67) by using the
1000 Genomes phased-variant panel (phase 3)
as a reference and the HapMap recombination
rates. The final call set was masked by using a
35-mer “snpability”maskwith a stringency of 0.5
(68) and the strict accessible regions from the
1000 Genomes Project (69).

Ancient DNA data authentication

We examined the fragment length distributions
and the base substitution patterns by using
bamdamage (20). We estimated mtDNA, X chro-

mosome, and nuclear contamination by using
contamMix (70), ANGSD (71), and DICE (72),
respectively.

Population structure analyses

We investigated the broad relationships between
ancient andpresent-day genomes by usingmodel-
based clustering as implemented inADMIXTURE
(19) andMDS applied to the identity-by-state (20)
and f3 distance (21, 22) matrices.

D statistics

We computedD statistics to formally test hypothe-
ses of treeness and gene flow. Genotype-based D
statistics were computed as detailed in (21), and
error-correctedD statistics were computed accord-
ing to the method of (23). For both approaches,
standard errors were estimated through a
weighted block jackknife approach over 5-Mb
blocks.

Admixture graph fitting

We used qpGraph to fit f statistics–based admix-
ture graphs (4, 21). We implemented an exhaus-
tive admixture graph searchwherewe considered
a seed graph onto which a test population was
added as either a nonadmixed or an admixed
group in every possible position. Extensions of
the seed graph were enumerated by using the
admixturegraph R package (32). We evaluated
each topology on the basis of its fit score, the
z-score of the worst residual between the ob-
served and predictedD statistics, and the presence
of zero-length internal edges and carried out like-
lihood ratio tests by following (30). For all tests,
we considered only transversion polymorphisms.

Demographic inference

We estimated marginal population sizes over
time for different NA groups by using SMC++
(27). We then usedmomi2 (25, 26) to infer demo-
graphic parameters for a number of models with
the joint SFS. CIs were obtained through a non-
parametric bootstrap procedure. We confirmed
the SFS-based inference by using diCal2 (28),
which relies on linkage disequilibrium informa-
tion, to infer key demographic parameters relating
pairs of NA populations. A detailed description
of laboratory and analytical methods is provided
in (13).
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ANTIMALARIALS

Open-source discovery of chemical
leads for next-generation
chemoprotective antimalarials
Yevgeniya Antonova-Koch, Stephan Meister, Matthew Abraham, Madeline R. Luth,
Sabine Ottilie, Amanda K. Lukens, Tomoyo Sakata-Kato, Manu Vanaerschot,
Edward Owen, Juan Carlos Jado Rodriguez, Steven P. Maher, Jaeson Calla,
David Plouffe, Yang Zhong, Kaisheng Chen, Victor Chaumeau, Amy J. Conway,
Case W. McNamara, Maureen Ibanez, Kerstin Gagaring, Fernando Neria Serrano,
Korina Eribez, Cullin McLean Taggard, Andrea L. Cheung, Christie Lincoln,
Biniam Ambachew, Melanie Rouillier, Dionicio Siegel, François Nosten, Dennis E. Kyle,
Francisco-Javier Gamo, Yingyao Zhou, Manuel Llinás, David A. Fidock, Dyann F. Wirth,
Jeremy Burrows, Brice Campo, Elizabeth A. Winzeler*

INTRODUCTION:Malaria remains adevastat-
ing disease, affecting 216 million people annu-
ally, with 445,000 deaths occurring primarily in
children under 5 years old.Malaria treatment
relies primarily ondrugs that target the disease-
causingasexualbloodstages (ABS)ofPlasmodium
parasites, the organisms responsible for human
malaria. Whereas travelers may rely on short-
termdaily chemoprotective drugs, those living in
endemic regions require long-termmalaria pro-

tection such as insecticide-treated nets (ITNs)
and vector control. However, ITNs do not fully
shield individuals from malaria, may lose po-
tency with time, and can be bulky and difficult
to use. Another concern is that mosquitos may
become resistant to the active insecticides that
are used in ITNs and vector control.

RATIONALE: As the possibility of malaria
elimination becomesmore tangible, the ideal

antimalarial medicine profile should include
chemoprotection. Chemoprotectivemedicines
typically work against the exoerythrocytic par-
asite forms that invade and develop in the liver
andare responsible for the earliest asymptomatic
stage of the infection. Suchmedicines could be
formulated to provide long-acting prophylaxis,
safeguarding individuals that are living near or
traveling to areas that have been cleared of

parasites. Long-acting che-
moprotection in endemic
regions could also greatly
reduce circulatingparasite
numbersandpotentially re-
place a vaccine in an elim-
inationcampaign.Although

millions of compounds have been screened for
activity against parasiteABS, and somehavebeen
subsequently tested for potential prophylactic ac-
tivity, large-scale searches thatbeginwithprophy-
lactic activity havenot beenperformedbecauseof
the complexity of the assay: This assay requires
theproductionof infected laboratory-rearedmos-
quitoes and hand-dissection of the sporozoite-
infected salivary glands frommosquito thoraxes.

RESULTS: Todiscover leads fornext-generation
chemoprotective antimalarial drugs, we used
luciferase-expressingPlasmodium spp. parasites,
dissected from more than a million mosquitoes
over a 2-year period, to test more than 500,000
compounds for their ability to inhibit liver-stage
developmentofmalaria (681 compoundsshowed
ahalf-maximal inhibitoryconcentrationof<1mM).
Cluster analysis identified potent andpreviously
unreported scaffold families, as well as other
series previously associatedwith chemoprophy-
laxis. These leads were further tested through
multiple phenotypic assays that predict stage-
specific and multispecies antimalarial activity.
This work revealed compound classes that are
likely to provide symptomatic relief fromblood-
stage parasitemia in addition to providing pro-
tection.Target identificationbyuseof functional
assays, in vitro evolution, or metabolic profiling
revealed 58 mitochondrial inhibitors but also
many chemotypes possibly with previously un-
knownmechanisms of action, somewhichmay
disrupt the host pathogen signaling.

CONCLUSION: Our data substantially expands
the set of compounds with demonstrated activ-
ity against two known targets of chemoprotective
drugs, cytochrome bc1 and dihydroorotate dehy-
drogenase. These present a rich collection of chem-
ical diversity that may be exploited by members
of the community seeking to accelerate malaria
eliminationwith chemoprotection and chemopro-
phylaxis through open-source drug discovery.▪
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A Plasmodium vivax liver-stage schizont on a lawn of hepatocytes. The parasite schizont
has been stained with antibodies to parasite HSP70 (red) and UIS4 (yellow). Cell (parasite
and hepatoma) nuclei are shown in blue. This study identifies compounds that can prevent
the development of these liver-stage parasites and may function as chemoprotective drugs
for malaria.

ON OUR WEBSITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aat9446
..................................................

on D
ecem

ber 10, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


RESEARCH ARTICLE
◥

ANTIMALARIALS

Open-source discovery of chemical
leads for next-generation
chemoprotective antimalarials
Yevgeniya Antonova-Koch1, Stephan Meister1*, Matthew Abraham1, Madeline R. Luth1,
Sabine Ottilie1, Amanda K. Lukens2,3, Tomoyo Sakata-Kato3, Manu Vanaerschot4,
Edward Owen5, Juan Carlos Jado Rodriguez1, Steven P. Maher6,7, Jaeson Calla1,
David Plouffe8, Yang Zhong8, Kaisheng Chen8, Victor Chaumeau9,10,
Amy J. Conway6,7, Case W. McNamara8†, Maureen Ibanez8, Kerstin Gagaring8†,
Fernando Neria Serrano11, Korina Eribez1, Cullin McLean Taggard1, Andrea L. Cheung1,
Christie Lincoln1, Biniam Ambachew1, Melanie Rouillier12, Dionicio Siegel13,
François Nosten9,10, Dennis E. Kyle6,7, Francisco-Javier Gamo12, Yingyao Zhou8,
Manuel Llinás5,14, David A. Fidock4, Dyann F. Wirth2,3, Jeremy Burrows12,
Brice Campo12, Elizabeth A. Winzeler1,13‡

To discover leads for next-generation chemoprotective antimalarial drugs, we testedmore than
500,000 compounds for their ability to inhibit liver-stage development of luciferase-expressing
Plasmodium spp. parasites (681 compounds showed a half-maximal inhibitory concentration
of less than 1micromolar). Cluster analysis identified potent and previously unreported scaffold
families as well as other series previously associated with chemoprophylaxis. Further testing
through multiple phenotypic assays that predict stage-specific and multispecies antimalarial
activity distinguished compound classes that are likely to provide symptomatic relief by
reducing asexual blood-stage parasitemia from those which are likely to only prevent malaria.
Target identification by using functional assays, in vitro evolution, or metabolic profiling
revealed 58 mitochondrial inhibitors but also many chemotypes possibly with previously
unidentified mechanisms of action.

M
alaria remains a devastating disease, with
216 million annual cases and 445,000
deaths, primarily in children under 5 years
old. Malaria treatment relies primarily
on drugs that target the disease-causing

asexual blood stages (ABS) of the parasite
Plasmodium falciparum. These drugs include
the 4-aminoquinolines piperaquine and amodi-
aquine, the antifolates pymimethamine and
sulfadoxine, and the endoperoxides artemisinin
and its derivatives artesunate, artemether, and
dihydroartemisinin (1). Artemisinin-based com-
bination therapies (ACTs, such as artemether-
lumefantrine) are being used worldwide as
first-line treatments (1).
Although estimated malaria mortality rates

have decreased by 47%worldwide since 2000 (1),
in Southeast Asia resistance has emerged to the

artemisinins, and ACT treatment failures are
rising (2). In anticipation of eventual widespread
ACT failure, there has been a focused and co-
ordinated effort to place new antimalarial can-
didates into the drug development pipeline (www.
mmv.org/research-development/rd-portfolio) (3).
However, in vitro resistance can be generated
for most of these new classes in ABS parasites
(4), suggesting that the antimalarial pipeline
will require continuous replenishment.
An alternative approach is to create drugs that

prevent malaria by inhibiting parasites during
their initial stage of development in the liver be-
fore their initiation of symptomatic blood-stage
infection. Using chemotherapy for prophylaxis is
a well-established tool to prevent malaria caused
by different Plasmodium spp. To prevent malaria,
travelersmay take oral atovaquone plus proguanil,

doxycycline, or mefloquine. In endemic regions
of seasonal malaria in West Africa, children are
given SPAQ [sulphadoxine-pyrimethamine (SP)
plus amodiaquine] as seasonal malaria chemo-
prevention, and pregnant women, who are the
most vulnerable group, may also take SP for
intermittent preventative therapy (5).
Drugs that selectively affect the developing

liver stages of P. falciparum and the relapsing
species, Plasmodium vivax, have the potential
to engage new protein targets not present nor
required in parasite blood stages. Such drugs
could overcome both the problem of resistance
and compliance. The number of parasites in the
early liver stage are low (hundreds, versus bil-
lions in the blood stage), reducing the proba-
bility that drug resistance–conferring mutations
might emerge. This feature could make these
liver-active compounds suitable for chemoprotec-
tion and, with sufficient demonstrated safety, for
mass drug-administration or malaria-elimination
campaigns.
To identify chemoprotective candidates, we

applied a liver-stage phenotypic screen to a
library of >500,000 small molecules. Our data
identify new scaffold families that exclusively
target liver stages that may provide prophylactic
protection, as well as new scaffolds that act
against known targets such as dihydroorotate
dehydrogenase (DHODH). These data comprise
new leads for antimalarial open-source drug
discovery.

Primary screening results

Previous high-throughput screens for antima-
larial compounds have generally focused on the
ABS, which can be readily cultured en masse
(6–8). To discover hits with possible protective
activity, blood stage–active compounds have been
further retested against malaria hepatic stages,
often using sporozoites from the rodent malaria
species Plasmodium yoelii or Plasmodium berghei
(9, 10). Because there are no suitable methods for
axenically culturing sporozoites (which are respon-
sible for liver-stage infection), this retesting has
required the production of infected laboratory-
reared mosquitoes and hand dissection of the
sporozoite-infected salivary glands from mos-
quito thoraxes. Despite this complex challenge,
thousands of compounds have been examined
by using this general workflow progression, lead-
ing to previously unidentified chemoprotective
candidates, including KAF156 (11), KDU691 (12),
DDD107498 (13), and BRD3444 (14). However,
this approach would not reveal compounds that
might protect from infection without affecting
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blood stages nor identify compounds that mod-
ulate human hepatocyte targets and prevent
parasite liver-stage development.
Recently, a screening method was developed

that was suitable for testing many compounds
against liver-stage parasites (10). This assay (Pbluc)
relies on an antifolate-resistant P. berghei rodent
parasite that constitutively expresses luciferase
during the sporozoite stage (15). Sporozoites are
dissected frommosquitoes, washed, and layered
on confluent HepG2 cells that have been pre-
incubated with compounds. If the parasites are
able to establish a successful exoerythrocytic stage
infection, even if only 1 to 2% of the hepatocytes
are infected, the cultures will emit enough light
in the presence of luciferin to be detected with
sensitive instruments. Light intensity is propor-
tional to parasite infection rate, and this simple
assay can be run by using 1536-well plates. The
P. berghei system has a distinct advantage over
the human pathogen, P. falciparum, in that this
parasite can infect a variety of hepatoma cell
lines, which results in ease of use and reprodu-
cibility. Furthermore, the development period
is only 48 hours, which means that hepatocyte
cultures do not overgrow, and special coculture
systems are not needed. Sporozoite yields are
generally higher, and there are fewer biosafety
precautions. In addition, because cellular detox-
ification systems have been generally lost from
hepatoma cell lines, compounds remain potent,
easing their discovery. The assay has shown to be
very predictive of causal prophylactic activity.We
thus sought to apply this screeningmethod to a
large library, with the goal of finding a larger
selection of starting points for chemoprophylactic
drugs.
Screening was conducted by using a library

of 538,273 compounds from Charles River con-
sisting of smallmoleculeswith an averageweight
of 369 Da (60.06 to 1298 Da). The library was
mostly drug-like (versus probe-like), with an aver-
age logP of 3, an average number of hydrogen
bond donors of 1.1, and 5.9 hydrogen bond ac-
ceptors. On average, each compound had 6.2
rotatable bonds; 5270 compounds were repre-
sented in duplicate or triplicate (table S1). Sub-
stantial structural redundancy was included in
the library to establish structure-activity relation-
ships in scaffold families. In contrast to many
previously published studies (6–8), all the com-
pounds in the library, including hits and neg-
atives, have structures and are commercially
available, facilitating use by the community.
The screen was run over an 18-month period,

with ~20,000 compounds screenedweekly (Fig. 1)
to accommodate the time-consuming production
of infected Anopheles mosquitoes. Each week,
a team dissected ~1000 mosquitoes, from which
the sporozoites were isolated and cleaned. Ap-
proximately 1000 sporozoites were added in a
5 ml volume per well plate by using a bottlevalve
instrument to a lawn of HepG2-CD81 cells that
had been prespotted into the 1536-well plates
with 50 nl of compounds at 0.5 to 7.84mM (Fig. 1).
After a 48-hour incubation, luciferin was added,
and luminescence was measured. Because a

compound that kills hepatocytes could result
in reduced luciferase signal (because parasites
presumably need a live hepatocyte for intra-
cellular survival), we also tested a randomly
selected subset of the compounds (~179,600) for
hepatocyte toxicity using a Cell-Titer Glo assay
(materials and methods) that measures the
number of viable cells based on the amount
of adenosine 5′-triphosphate (ATP) that is pres-
ent (HepG2tox).

Cheminformatic analysis of the
primary screen

After collating the data and ranking the per-
centage inhibition for 538,273 compounds from
the 1536-well screen, 64,172 compounds showed
inhibition of >50%, and 21,336 showed inhibition
levels of >75% (Fig. 1). Although a higher-than-
normal number of false positives and negatives
is expected for a single-point screen (data may
be affected by edge effects, transfer errors, or
variation in dispense volumes), the initial screen
was informative. For example, the library included
197 ABS-active compounds that had been previ-
ously tested in a high-content imaging screen of
P. yoelii liver stages (9), including 18 compounds
with activity of less than 10 mM (data file S1). Of
those, 15 showed >50% inhibition in the primary
screen. Likewise, themajority of compounds that
were considered inactive in the high-content
imaging screen showed <75% inhibition here
(129 out of 163) (data file S1).
To further evaluate the quality of the primary

Pbluc data, we performed compound clustering
(Fig. 2 and data file S2). We hierarchically clus-
tered all 538,273 compounds in the primary
screen and separated clusters using a minimum
Tanimoto coefficient of 0.85 similarity (materials
and methods). From this, we identified 281,090
compound clusters, with an average hit fraction
of 0.016 ± 0.112. We calculated the probability of
hit enrichment (>83% inhibition in Pbluc) by
chance for each cluster (data file S2). Not un-
expectedly, certain scaffold families with known
activity against Plasmodium liver stages, such as
the phosphatidylinositol-4-OH kinase (PI4K)–
inhibiting imidazopyrazine family (12), included
a high proportion of highly active compounds.
For example, with an imidazopyrazine group
(family 227215), 11 of the 14members were highly
active [average 81.1%, log10 probability of dis-
tribution by chance (log10 p) = –15.16] (Fig. 2A),
and these were similar to the known imidazo-
pyrazine KDU691 (12). Likewise, scaffold family
37533 consisted of four members where all four
members in the library were more than 80%
active (average 88.4%). All were very similar to
MMV390048, another PI4K inhibitor (Fig. 2B).
Atovaquone-like scaffolds (cluster 68966) were
also present in the library and active at rates
higher than expected by chance (eight of nine
members active, log10 p = –10.88) (Fig. 2C). The
hit fractions of cluster 69866, 37533, and 227215
(0.89, 0.75, and 0.79, respectively) are all in the top
1.1 percentile when considering the entire library.
Several additional scaffold families with known

activity against malaria parasites were also found

in the library and showed activity, although these
families would not have been discovered with
cluster analysis at the similarity thresholds used.
For example, cycloguanil (83.4% inhibition) was
found to be active in the 538,273-compound
library but had only one close relative (> 85%
Tanimoto similarity), which was not active
(log10 p = –1.31). Relaxing the stringency, how-
ever, revealed three other relatives, one of which
was also primary hit (log10 p = –2.42) (Fig. 2E).
Likewise, compounds similar to DSM265 (16)
and DDD107498 (Fig. 2, F and G) (13), two other
potent compounds with nanomolar activity
against exoerythrocytic stages, were also identified
through relaxed similarity searching but were in
clusters that might have arisen through chance
(MMV011256, one of three active, log10 p = –1.35;
MMV1478835, two of nine active, log10 p –1.40;
MMV1370261, one of two active, log10 p = –1.50) or
were singletons (MMV1386820).

Reconfirmation

To obtain a reasonable working set for reconfir-
mation (9989 compounds), we selected com-
pounds that showed >83% Pbluc inhibition
and HepG2tox of less than 50%, when available
(data file S3). Cut off and filtering criteria did not
bias physicochemical properties of primary hits,
whose subset compounds had similar properties
to the larger library, with weights of 388 Da
(985.1 to 136.2), 1.1 hydrogen bond donors, 5.5
hydrogen bond acceptors, and 5.9 rotatable bonds
on average (fig. S1 and table S2). To confirm
primary hits, the location of wells with possible
active compounds were identified, and then a
hit-picking instrument was used to reassemble
a collection for reconfirmation (data file S3).
We arrayed these hit compounds in eight-point
dose-response format (5 nM to 10 mM) and
reassessed their potency and efficacy in duplicate
in three different assays—including the Pbluc
assay, theHepG2tox assay, and a counterscreen—
to test whether a given compound would inhibit
firefly luciferase in a biochemical assay (Ffluc).
Altogether, complete Pbluc dose-response curves
could be fitted for 5942 compounds [half-
maximal inhibitory concentration (IC50) < 15.4 mM,
average 4.71 mM], and 681 showed complete Pbluc
inhibition at all tested concentrations (18 com-
pounds) or an IC50 of <1 mM (663 compounds)
(data file S3). However, of the 5942 reconfirmed
hits, 790 demonstrated moderate inhibition of
hepatocyte viability [HepG2tox CC50 (50% cyto-
toxicity concentration) < 2X Pbluc IC50 and
HepG2tox CC50 < maximum tested concentra-
tion], and 465 of these also interferedwith firefly
luciferase production (Ffluc IC50 < 2X Pbluc IC50
and Ffluc IC50 <maximum tested concentration)
(data file S3).
Adding these data to our cluster analysis

(Fig. 2) showed enrichment of false positives
arising from the use of luciferase as a surrogate
for parasite development. For example, 526 scaf-
folds of the imidazopyridine-carboxamide group
(128188) were found in the library of 538,273
compounds, of which 145 were in the hit list
(log10 p < –100) (data file S2). Of these, 116
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showed biochemical luciferase inhibition <10 mM
(29 less than 1 mM) (data files S2 and S3). Vis-
ualization showed that other less abundant
scaffolds, such as those in cluster 30984 or
4198, also showed enrichment of luciferase
activity at higher rates than expected by chance
(Fig. 2 and data file S2). Likewise, some enriched
scaffold families (log10 p = –14.45) were clearly
toxic to human cells (cluster 95979) (Fig. 2 and
data file S2).
To further establish the integrity of the hits,

we next assembled a collection of compounds
for third-round, independent testing. The non-

toxic second round hits were filtered through
the general medicinal chemistry compound
filters by using Biovia ScienceCloud. This fil-
tering removed 619 compounds that either failed
Lipinski’s rule of 5 (based on calculated proper-
ties) as a surrogate for “drug-like”; had structural
features consistent with high chemical reactivity
or instability; had a high likelihood of nonspecific
covalent interaction, such as thiourea; or was an
enone, which would react with nucleophiles such
as thiols or disrupt disulphide bonds (17). The
remaining set was then prioritized on the basis
of potency (IC50) and calculated lipophilicity

(cLogP), yielding 953 compounds prioritized
as follows: 445 actives with IC50 < 1 mM (most
potent—no additional cLogP filter), 268 actives
>1 mM but clogP < 2.5 (low lipophilicity com-
pounds with lower potency), and 240 actives
>1 mM but 2.5 < clogP < 3 (as above, with mod-
erate lipophilicity).
With this set of 953 compounds, we inter-

rogated the databases of commercially availa-
ble compounds for acquisition, confirmation,
and further profiling; 631 (repurchased valida-
tion set) were available and thus further char-
acterized (data file S4). These compounds were
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Fig. 1. Screen workflow. (A) The Charles River library (538,273
compounds) was plated into 1603 384-well plates. For the primary Pbluc
single-point screen, compounds from four of the 384-well plates were
transferred with a pin-tool instrument (50 nl per well) into 1536-well assay
plates containing seeded HepG2 cells (3 × 103 cells per well).The next day,
P. berghei luciferase–expressing sporozoites were freshly prepared from
infected Anopheles stephensi mosquitoes, and ~1000 sporozoites in a
5 ml volume were added to each well. After 48 hours, P. berghei–Luc
growth within hepatocytes was measured with bioluminescence. (B) To
prepare source plates for the first round of reconfirmation (second round
of screening), the 9989 hit compounds were transferred from the original
384-well library with an automated hit-picking system and serially

diluted into eight points (1:3 dilutions) for dose-response screening in
duplicate. The hit compounds (50 nl per well) in serial dilutions were
acoustically transferred into assay wells containing HepG2 cells for Pbluc
and HepG2tox assays. In addition, biochemical recombinant luciferase
inhibition assay (Ffluc) were also performed. (C) For final reconfirmation
(third round), 631 compounds prepared from re-sourced powders and
were serially diluted (10 points, 1:3 dilution) and plated into Aurora 1536-
well compound plates. Compounds (50 nl per well) were acoustically
transferred into 1536-well assay plates. Multiple dose-respose assays such
as Pbluc, HepG2tox, Ffluc, and ABS-Sybr were performed to determine
IC50 in the third round of screening. A P. vivax liver schizont formation
high-content assay in single-point (2X) was also performed.
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arrayed within the 1536-well plate format into
10-point dose response, tested in duplicate (tech-
nical replicates), and counterscreened in multiple
different assays, repeated up to four times with dif-
ferent sporozoite batches. Two separate HepG2tox
assays and one Ffluc also were performed. Retest-
ing showed a high reconfirmation rate (82% with
an average Pbluc IC50 < 10 mM) and 376 com-
pounds with Ffluc IC50 and HepG2tox CC50 < 2×
Pbluc IC50 (fig. S2). All compounds were also
tested in dose-response format against ABS of
the multidrug-resistant P. falciparum Dd2 strain,
using a standard SYBR green incorporation blood-
stage assay that identifies compounds that pre-
vent growth and development (ABS-Sybr; four
biological replicates) (6).

Activity against P. vivax

To better understand species specificity, the afore-
mentioned repurchased validation set (631),

reconfirmed in eight-point dose assays with
Pbluc, was also tested against the human path-
ogen P. vivax. For this, we used a single-point
high-content imaging screen (PvHCI), with pri-
mary humanhepatocytesmaintained in 384well
plates. Hepatocyteswere inoculatedwith P. vivax
sporozoites dissected frommosquitoes fed with
blood obtained from malaria patients. The fol-
lowing day, compounds were added to a final
concentration of 10 mM and then reapplied at
days 2 and 3 and 4. After compound treatment,
cultureswere fixed onday6 after infection, stained
with immunoreagents against PvUIS4 (materials
and methods), and we performed high-content
imaging andanalysis to score eachwell for growth
of liver schizonts. Of the 631 compounds screened
in this single-point assay, 163 were confirmed to
inhibit P. vivax schizont growth by at least 70%
(normalized to positive control KDU691) (data file
S4) in at least one of two biological replicates, and

91 were confirmed in both replicates (fig. S2). This
confirmation rate was achieved despite several
critical differences between the rodent and
human assays, including hepatic metabolism
of unoptimized compounds and addition of
compound on day 1 after infection (PvHCI)
instead of preinfection (Pbluc). Furthermore,
12 compounds (fig. S2) were considered not
reconfirmed in a third round of P. berghei testing
but were nevertheless still active in P. vivax
(for example, MMV1288041 inhibited P. vivax
by 100% in both replicates and had an IC50 of
P. berghei 3.27 mM in second-round testing),
highlighting how experimental design and anal-
ysis constraints (for example, curve-fitting com-
pounds that did not fully inhibit growth in Pbluc
at 10 mM, the highest concentration tested, would
be considered “not confirmed”) could lead to
possible false negatives. On the other hand, com-
pounds could lose potency over repeated use
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Fig. 2. Cluster analysis. (A) For display, 405 compounds from 68 clusters
that show a P value ≤ 0.05, cluster size ≥ 4, and hit fraction ≥ 0.75 are
presented (data file S2). Most common substructure (MCS) per cluster is
identified by using the top three active compounds, and a hierarchical tree
was constructed from the MCSs to illustrate the intergroup connection.
Compound members were then added to surround MCS nodes. All
compound nodes are colored by hit status and shaped by other
annotations. Primary hits are orange, reconfirmation hits (Pbluc IC50 < 10 mM)
are red, third-round reconfirmation set (631 compounds) is purple,

and others are light blue. P. falciparum asexual blood state–active
compounds (ABS-Sybr IC50 < 10mM) are indicated by squares, luciferase
inhibitors (Ffluc IC50 < Pbluc IC50 / 2) are indicated by triangles,
hepatocyte toxic (primary HepG2tox > 50% or HepG2tox CC50 < Pbluc
IC50 / 2) are indicated by diamonds, and the rest are shown as circles.
(B to G) Active compounds in selected clusters [(B), (C), and (D)] with hit
fractions of less than 0.75, as well as examples of singleton hits that are
similar to the known antimalarial compounds, (E) cycloguanil, (F)
DDD107498 (13), and (G) DSM265 (data file S3) (16).
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owing to freeze-thaw and hydration, there could
be differences in liver-stage schizogony between
P. vivax and P. berghei (liver schizonts produce
far greater quantities of liver merozoites over
six additional days of development in com-
parison to the 72-hour liver cycle of P. berghei),
and the wild-type P. vivax may be more drug-
sensitive than P. berghei–ANKA-GFP-Luc-SMCON

or P. falciparumDd2, both of which are resistant
to some antifolates.

Activity against P. falciparum
blood stages

To further study the function of the third-round
compounds, we next testedwhether the repurch-
ased validation set of 631 would be active against
P. falciparum ABS parasites. The active set
showed several known chemotypes. One example,
MMV1468363, showed a high degree of similarity
to tetracyclic benzothiazepines, which are known
cytochrome bc1 inhibitors (18). There were seven
closely related members of the tetracyclic benzo-
thiazepines scaffold family in the larger library,
and six of the seven showed inhibition rates of
greater than 85% in the primary screen (log10 p =
–7.969, cluster 157835) (Fig. 2). Another recog-
nizable scaffold was that of MMV1005663, sim-
ilar to the possible FabI inhibitor trichlocarban,
as well as the liver stage–active malaria box mem-
ber, MMV665852 (19). This latter compound is
associated with amplifications of the gene encod-
ing phospholipid flippase, pfatp2 (19). This com-
pound series (cluster 84381) was represented
multiple times in the library, with all five tested
members showing strong inhibition (average 93%,
log10 p = –7.34) in the primary screen (Fig. 2).
Three hundred ninety-eight liver-active com-

pounds were inactive in P. falciparum ABS-Sybr
(average IC50 of > 10 mM) (fig. S2), highlighting
the rich new untapped chemical space that was
sampled by using this screening cascade when
compared with the ABS-first cascade. Although
some could be due to species-specific activities,
130 compoundswere active against both P. vivax
(in at least one replicate) and P. berghei schizonts
(fig. S2) but were inactive against ABS. Although
our use of antifolate-resistant P. berghei and a
multidrug-resistant P. falciparum strain may in-
fluence this result, most of these scaffolds likely
affect parasite or human processes that exist only
in the hepatic stages. These scaffolds generally did
not show any similarities to known antimalarials,
but several of these were supported by strong
statistical overrepresentation in the primary screen
(Fig. 2 and data file S2). For example, seven of
the ninemembers of the imidazoquinoline cluster
(112845)were active in the primary screen (log10 p=
–8.89) (Fig. 2).

Mechanism of action studies reveal an
abundance of mitochondrial transport
chain inhibitors

To further investigate the mechanism of action
of 13 of the most potent ABS hits (Fig. 3A), we
acquired additional compound from commercial
vendors. Because most, if not all, target identifi-
cation methods require activity in P. falciparum

blood stages, all compounds selected for initial
target discoverywere active against ABS parasites,
with an average IC50 of 465 nM (range of 13 nM to
1.2 mM).
As an initial pass, we first subjected the com-

pounds to metabolic profiling (20). This liquid
chromatography–mass spectrometry (LC-MS)–
based method measures several hundred metab-
olites and identifies those that show statistically
significant increases or decreases upon parasite
compound exposure (data file S5).Whereas three
gave ambiguous results, 10 of the 13 analyzed
scaffolds gave a metabolic profile signature anal-
ogous to that of atovaquone (fig. S3), indicating
that these 10 most likely interfere with one or
more targets in themitochondrial electron trans-
port chain (mETC), a known druggable pathway
for P. falciparum blood and liver stages (Fig. 3A).
The set of 13 compounds represents 11 distinct
scaffolds (Fig. 3B), so this degree of functional
overlap would not have been predicted by struc-
ture alone. To our knowledge, none of the mo-
lecules have been previously identified as acting
against the mitochondrial electron transport
pathway.
To further confirm that these 10 compounds

(representing eight chemotypes) inhibited the
mETC, we took advantage of a transgenic parasite
line that overexpresses the Saccharomyces
cerevisisae dihydroorotate dehydrogenase (Dd2-
ScDHODH) (21). Unlike the type-2 P. falciparum
enzyme that is dependent on cytochrome bc1 for
ubiquinone, the cytosolic type-1 yeast enzyme can
use fumarate as an electron acceptor. This allows
the transgenic parasites to bypass the need for
ETC activity to provide ubiquinone to PfDHODH
(21). Compounds that target PfDHODH or other
enzymes along the mETC lose potency in the
Dd2-ScDHODH transgenic cell line. As expected,
the Dd2-ScDHODHparasites showmarked (24.8
to >1000-fold) resistance to the 10 compounds
with the mETC metabolic profile (Fig. 3C and
table S3). Furthermore, a variation of this func-
tional assay can distinguish between inhibitors
of PfDHODH and cytochrome bc1. Specifically,
the addition of proguanil to Dd2-ScDHODH pa-
rasites restores the inhibitory capabilities of cyto-
chrome bc1 inhibitors; however, growth is not
affected in the case of PfDHODH inhibitors. Three
out of six mitochondrial inhibitors tested in these
conditions were not inactivated by proguanil,
suggesting a profile consistent with PfDHODH
inhibition (Fig. 3C and table S4). To further in-
vestigate mitochondrial inhibition, and because
there are multiple potential targets, we used an
in vitro evolution and whole-genome analysis
(IViEWGA) approach (22) to further elucidate the
molecular target of several of the compounds,
including MMV1454442, MMV1432711, and
MMV142795. First, three independent lines
resistant to MMV1454442 were isolated after
growing in sublethal concentrations of com-
pound. The resistant clones showed an average
4.2-fold shift in the IC50 (range of 1.9 to 9.4) (table
S5). Whole-genome sequencing of the nine clones
(three each from three independent selections), as
well as the drug-sensitive parent clone to 78-fold

coverage (table S6), revealed that the resistant
lines carried either a single-nucleotide variant
Phe188Ile (Fig. 3D and data file S6) or a copy
number variant (table S8) in P. falciparum
dihydroorotate dehydrogenase (PF3D7_0603300),
which isawell-validateddrug target inP. falciparum
(16). This result is consistent with proguanil not
affecting growth inhibition in Dd2-ScDHODH
parasites (Fig. 3C).MMV1454442, an amino-triazol,
although somewhat similar to a pyrrole-based
DHODH inhibitor (23), is a previously uniden-
tified chemotype, which would not have been
predicted with structural information alone. The
Phe188 residue is located in the species-selective
inhibitor-binding pocket of PfDHODH (24) and
has been shown to be in contact with the known
DHODH inhibitor leflunomide (25) and the tri-
azolopyrimidine DSM338 (Fig. 3D) (26). Further-
more, mutation of this residue has been shown to
confer resistance to the alkylthiophene inhibitor
Genz-669178 (27), suggesting that MMV1454442
likely shares the same space (Fig. 3D).
IViEWGA of MMV1432711-resistant parasites

revealed they had acquired one of two non-
synonymous single-nucleotide variants (SNVs)
in the gene encoding cytochrome b (data file S7).
The amino acid mutations found, Tyr126Cys and
Val259Leu, are located within helix C in the
ubiquitinol-binding pocket of cytochrome b,
a catalytically important subunit of the cyto-
chrome bc1 complex that contains two reaction
sites, Q0 (ubiquitinone reduction site) and Qi

(ubiquitinol oxidation site). MMV1432711 has a
chemical scaffold similar to that of the Qi in-
hibitors, sowe used a homologymodel of PfCYTb
(Fig. 3E) to resolve themode of binding. Docking
into the model showed that MMV1432711 is likely
a class II inhibitor. The allele Y126C was prev-
iously reported to confer resistance to decoquinate
(28) and MMV008149 (29). To our knowledge,
allele Val259Leu has not been reported in the
literature.
For compound MMV1427995 {2-[(5,6-diphenyl-

1,2,4-triazin-3-yl)thio]-1-(pyrrolidin-1-yl)propan-1-
one}, in vitro evolution studies yielded two
resistant lines that were cloned for further phe-
notyping and whole-genome sequencing (tables
S5 and S6). Clones showed an average 2.6-fold
IC50 shift (range of 1.8- to 3.4-fold) in susceptibility
to MMV1427995 (table S5). Sequencing revealed
that both clones carried the amino acid mutation,
Arg95Lys, in cytochrome b, located in the matrix-
oriented region of the protein after the second
transmembrane domain (Fig. 3E and data file S6).
One clone also carried an additional Pro102Thr
mutation in cytochrome c oxidase subunit 1. This
mutation is located between the second and third
transmembrane domain, is not located in any
of the iron or copper redox centers, and is, to
our knowledge, the first described mutation in
cytochrome c oxidase selected for during com-
pound exposure. However, this mutation did not
induce a higher resistance level than did the
Arg95Lysmutation alone andmay thus represent
a compensatory mutation. MMV1427995 is a dif-
ferent scaffold family (also overrepresented
in the initial set of screening hits) from known
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Fig. 3. Target identi-
fication studies.
(A) Chemical
structures and IC50 of
select antimalarial
compounds identified
as hits. Tanimoto
clustering demon-
strates that most
molecules are struc-
turally distinct,
although some share
similar scaffolds.
(B) Metabolomic
analysis reveals
that 10 of the 13
compounds likely
target the mETC and
pyrimidine bio-
synthesis pathways.
Robust increases in
pyrimidine bio-
synthesis precursors
N-carbamoyl-L-
aspartate (CA) and
dihydroorotate (DHO)
are signatures of
metabolic disruption
of de novo pyrimidine
biosynthesis. The
metaprints for
MMV1068987 and
MMV1431916 are sim-
ilar to the metaprint
of the PfATP4 inhibi-
tor KAE609, whereas
the metaprint for
MMV011772 is
inconclusive. The
numbers below each
compound name
indicate the Pearson
correlation with an
atovaquone profile
(fig. S3). (C) IC50 of
each compound in
Dd2 cells expressing
S. cerevisiae DHODH
normalized to parent.
The transgenic
Dd2-ScDHODH strain
expresses the cyto-
solic type 1 DHODH
from S. cerevisiae
(ScDHODH) and is
resistant toP. falciparum
mETC inhibitors. Abla-
tion of compound
activity in this cell line
relative to its parent
indicates inhibition of
DHODH or downstream effectors in the mETC such as Cytbc1. Atovaquone, a known Cytb inhibitor, was included as a positive control, whereas other
licensed antimalarials with mETC-independent mechanisms of action serve as negative controls. (D) Location of Phe188Ile mutation found in whole-genome
sequences ofMMV1454442-resistant parasites by using a crystal structure of PfDHODH (4ORM) (27). Amino acid residue 188 is highlighted inmagenta.The
structure shows a known PfDHODH inhibitor, DSM338 (27), cocrystalized with the protein. (E) Homology model of PfCytb (from PDB 1BE3) (35) with
Tyr126Cys and Val259Leumutations (highlighted in magenta) fromMMV1432711-resistant parasites.The Arg95 has previously been implicated in atovaquone
binding and resistance (36).
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P. falciparum cytochrome bc1 inhibitors, and its
target would not have been predicted through
similarity searching.
Given the high number of mitochondrial in-

hibitors in the dataset, we further examined the
set of 631 compounds (repurchased validation
set). All 631 compounds were tested in du-
plicate in eight-point ABS dose response in two
P. falciparum D10–derived lines (21), one of
which expresses ScDHODH (fig. S4 and data
file S7) in the presence and absence of 1 mM
proguanil in duplicate (~80,000 data points).
Of the 136 compounds with ABS activity, visual
inspection showed that 78 were likely not mito-
chondrial inhibitors, and 58 showed profiles
consistent with mitochondrial inhibition (figs.
S4 and S5 and data file S7). Of these, 10 were
clear DHODH inhibitors (including the three
shown in Fig. 3), one was a potential DHODH
inhibitor, and 47 were likely or possible cyto-
chrome bc1 inhibitors (including all nine from
Fig. 3 that were tested). Strong nonrandom
structure-activity relationships are evident (fig.
S5), validating the assay. For example, six of the
seven compounds that were more than 55%
similar to MMV1042937 (fig. S5, fourth row) in
the set of 631 were predicted to be cytochrome
bc1 inhibitors (log10 p = –6.09). The seventh,
MMV1457596, was missed because the IC50 were
all >10 mM, but visual inspection of the curves
showed an ~75% reduction in signal at 10 mM for
the ScDHODH line relative to the PfDHODH line
(data file S7).

Discussion

Previous open-access high-throughput screens
have had a great impact on malaria research,
and we anticipate that our data provide a rich
resource in the search for new antimalarials.
Despite the reliance on a nonhuman malaria
species for screening, the repeated rediscovery
of chemotypes with known, potent activity against
P. falciparum blood stages and P. vivax liver
schizonts, or clinical efficacy in humans, shows
that the data from this rodent malaria model are
predictive. Furthermore, liver schizonticidal ac-
tivity is a required component of next-generation
antimalarials proposed byMedicines for Malaria
Venture, critical components of which include
prophylactic and chemoprotective liver-stage
efficacy after single exposure (TCP4) (30). Another
advantage of the Pbluc assay is the reduced me-
tabolic capacity of the host cells used; this should
result in a higher hit rate withmetabolically liable
compounds in a high-throughput phenotypic
screen. Last, although it is possible that some
compounds were missed through the use of a
rodent parasite, rodent malaria remains an ef-
ficient and important in vivo model for drug
efficacy testing; compounds that do not act in
this model would be costlier to progress into
animal causal prophylaxis testing. In addition,
some of the compounds that have activity here
may eventually show activity against P. vivax
hypnozoites, and if a radical cure chemotype is
to be found, its discovery would be made much
more likely through elimination of liver schizont-

inactive compounds. The use of the low-cost
rodent model allowed a much higher number of
compounds to be evaluated than would be pos-
sible with human parasites, which can be dif-
ficult and expensive to acquire. The large size
of the library used here facilitated compound
clustering and allowed a probabilistic identifi-
cation of active families.
The high number of parasite mitochondrial

inhibitors (57) that were discovered with com-
bined target identification methods is perhaps
not surprising given that compounds were se-
lected for target identification on the basis of
potency, and substantial work has shown that
mitochondrial inhibitors are very potent anti-
malarials. Nevertheless, the dataset contains a
rich set of other ABS scaffolds that could still
be good starting points for medicinal chemistry
efforts designed to improve potency, selectivity,
and reduced toxicity. The picomolar inhibitor
and clinical candidate KAE609 was derived from
an ~90 nM IC50 starting point that was dis-
covered in a high-throughput ABS screen (31).
Although our target identification efforts

showed that several compounds with activity
across species were mostly in known target
classes, a much larger number of compounds
were active in the liver stages and had no ac-
tivity in the blood stages. These presumably
act against host pathways that the parasite
requires for development, or alternatively, the
infected cell may be weakened by the presence
of a parasite and be more susceptible to killing
by compounds that target essential host cellular
processes. It is worthwhile to mention that be-
cause there are no reported antimalarial com-
pounds with exclusive prophylactic activity, and
methods for target identification are not readily
available for compounds that do not act in the
blood stage, we are unable to conclude much
about their mechanism of action. Nevertheless,
the scaffolds should still represent important
starting points for prophylaxis stage drugs and
exploring new mechanism of actions.
In theory, liver-stage antimalarial compounds

could function as more cost-effective “chemical
vaccines” that could replace conventional vac-
cines in malaria-elimination campaigns, provided
sufficient safety. A fully protective conventional
vaccine has never been developed for malaria
(32); vaccines are very species-specific (and po-
tentially strain-specific), whereas chemotherapy
is generally not, and vaccines, which typically
consist of recombinant protein or a heat-killed
organism, require maintenance of a cold chain.
In the case of the irradiated or attenuated cryo-
preserved sporozoite vaccine (33), the cost of
goods (sporozoites that are hand-dissected from
infected mosquitoes) will be much higher than a
small-molecule therapy.We estimate that it costs
10 cents per well to create the 1000 sporozoites
needed for one well of a 1536-well plate. Creating
enough sporozoites to immunize a humanwould
cost many times this amount.
In an analogous situation, long-acting, inject-

able HIV drugs have now been developed, and
their deploymentmay help to prevent the spread

of the HIV virus (34). Such intramuscular or sub-
cutaneous chemoprotection injections or “chem-
ical vaccines” can be deployed in resource-poor
settings, and patient compliance is not as much
of an issue as with standard, orally available
tablet drugs. Because the injectable typically
consists of a small molecule, refrigeration and
maintenance of a cold chain may not be needed.
The cost of goods for an injectable that needs to
be supplied once every 1 to 3 months will most
likely be lower than the cumulative cost of a
tablet that needs to be taken every day, even con-
sidering the cost of a syringe and a health care
worker to provide delivery. There are also other
low-cost deliverymethods, such as patches. Thus,
it seems entirely feasible that a contribution to
the eradication of malaria could come through
the use of a long-acting chemical vaccine.

Materials and methods

A detailed description is provided in the supple-
mentary materials.
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Temperature-dependent hypoxia
explains biogeography and severity of
end-Permian marine mass extinction
Justin L. Penn*, Curtis Deutsch*, Jonathan L. Payne, Erik A. Sperling

INTRODUCTION: Climate change triggered
by volcanic greenhouse gases is hypothesized
to have caused the largest mass extinction in
Earth’s history at the end of the Permian
Period (~252 million years ago). Geochemical
evidence provides strong support for rapid
global warming and accompanying ocean
oxygen (O2) loss, but a quantitative link among
climate, species’ traits, and extinction is lack-
ing. To test whether warming and O2 loss can
mechanistically account for the marine mass
extinction, we combined climate model sim-
ulations with an established ecophysiological
framework topredict thebiogeographicpatterns
and severity of extinction. Those predictions
were confirmed by a spatially explicit analysis
of the marine fossil record.

RATIONALE: The impact of climate change on
marine biodiversity depends onboth itsmagni-
tude and on species’ diverse biological sensiti-

vities. Tolerances ofmarine animals towarming
and O2 loss are physiologically related and can
be represented in a single metric: the ratio of
temperature-dependentO2 supply anddemand
rates. This ratio, termed theMetabolic Index (F),
measures the environmental scope for aerobic
activity and is governed by ocean conditions as
well as thermal and hypoxia sensitivity traits
that vary across species. If climate warming
andO2 loss reduceF below the species-specific
minimum requirement for sustained ecologi-
cal activity (Fcrit), the ocean would no longer
support active aerobic metabolism and, by ex-
tension, long-term population persistence.

RESULTS:We simulated the greenhouse gas–
drivenglobalwarmingat the endof thePermian
using a model of Earth’s climate and coupled
biogeochemical cycles thatmatches geochemical
proxy data. The imposed increase in atmo-
spheric greenhouse gas levels raises near-

surface ocean temperatures by more than
~10°C and depletes globalmarine O2 levels by
almost 80%.
To predict the impact of these changes on

animal habitat and survival, we measured the
frequencies ofMetabolic Index traits in diverse
living species and used them to define a set of
model ecophysiotypes.We populated themodel
Permian oceanwith each ecophysiotype wher-
ever conditions provide viable habitat (F ≥
Fcrit), yielding an ocean with diverse, locally
adapted ecophysiotypes throughout all regions.
Across the climate transition, however, ocean
warming increases the metabolic O2 demand
amid declining supply; this removes large frac-
tions of global aerobic habitat for the vast
majority of ecophysiotypes and implies a high
likelihood of extinction. We simulated the re-

sultingmass extinction of
ecophysiotypes and found
a robust geographic pat-
tern: Extinction intensity
should have been lower in
the tropics than at high
latitudes.The causeof low-

er tropical extinction is that organisms initially
inhabiting these warm, low-O2 environments
can better exploit those conditions when they
arise globally, whereas the habitats of more
polar species disappear completely.
To test the geographic selectivity of themodel

extinction, we comparedmodel predictions to
spatially explicit reconstructions of genus ex-
tinction from themarine fossil record.We found
that across diverse taxonomic groups, the ob-
served extinction intensity indeed increaseswith
latitude, consistentwith the predicted signature
of aerobic habitat loss. Comparison of themodel
to the fossil record implies that temperature-
dependent hypoxia can account for more than
half of the observed magnitude of regional ex-
tinction (i.e., extirpation).

CONCLUSION: Ocean warming and O2 loss
simulated in an Earth System Model of end-
Permian climate change implywidespread loss
of aerobic habitat among animal types with
diverse thermal and hypoxia tolerances. The
resulting extinctions are predicted to select
most strongly against higher-latitude species,
whose biogeographic niche disappears glob-
ally. The combined physiological stresses of
ocean warming and O2 loss largely account
for the spatial pattern and magnitude of ex-
tinction observed in the fossil record of the
“Great Dying.” These results highlight the
future extinction risk arising froma depletion
of the ocean’s aerobic capacity that is already
under way.▪
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Schematic illustration of temperature-dependent hypoxia as a driver of the end-Permian
marine mass extinction.Greenhouse gas forcing in a model of Earth’s climate at the end of the
Permian drives ocean warming (contours) and oxygen loss that match geochemical proxy data.
Ocean warming raises the organismal O2 demand amid declining supply. The resulting loss
of aerobic habitat for diverse physiologies induces a mass extinction in model animal types (line)
whose geographic signature—increased severity outside of the tropics—is consistent with
reconstructions from the marine fossil record (circles). IL
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CLIMATE IMPACTS

Temperature-dependent hypoxia
explains biogeography and severity of
end-Permian marine mass extinction
Justin L. Penn1*, Curtis Deutsch1,2*, Jonathan L. Payne3, Erik A. Sperling3

Rapid climate change at the end of the Permian Period (~252 million years ago) is the
hypothesized trigger for the largest mass extinction in Earth’s history.We present model
simulations of the Permian/Triassic climate transition that reproduce the ocean warming
and oxygen (O2) loss indicated by the geologic record. The effect of these changes on
animal survival is evaluated using the Metabolic Index (F), a measure of scope for aerobic
activity governed by organismal traits sampled in diverse modern species. Modeled loss
of aerobic habitat predicts lower extinction intensity in the tropics, a pattern confirmed
with a spatially explicit analysis of the marine fossil record. The combined physiological
stresses of ocean warming and O2 loss can account for more than half the magnitude of
the “Great Dying.”

V
olcanic greenhouse gas release is widely
hypothesized to have been the geological
trigger for the largestmass extinction event
in Earth’s history at the end of the Permian
Period [~252 million years (Ma) ago] (1, 2).

At least two-thirds of marine animal genera and
a comparable proportion of their terrestrial coun-
terparts were eliminated, but the mechanisms
connecting environmental change to biodiver-
sity collapse remain strongly debated. Geological
and geochemical evidence points to high tem-
peratures in the shallow tropical ocean (3, 4),
an expansion of anoxic waters (5–8), ocean acid-
ification (9–12), changes in primary productivity
(13, 14), and metal (15) or sulfide (16, 17) poison-
ing as potential culprits. However, a quantita-
tive,mechanistic framework connecting climate
stressors to biological tolerance is needed to
assess and differentiate among proposed proxi-
mal causes.
In this study, we tested whether rapid green-

house warming and the accompanying loss of
oceanO2—the two best-supported aspects of end-
Permian environmental change—can together
account for the magnitude and biogeographic
selectivity of end-Permianmass extinction in the
oceans. Specifically, we simulated global warm-
ing across the Permian/Triassic (P/Tr) transition
using a model of Earth’s climate and coupled
biogeochemical cycles, validated with geochem-
ical data. We then used key physiological and
ecological traits measured in a diverse group of
extant species to predict the magnitude and dis-
tribution of habitat loss due to the temperature-

driven increase of metabolic O2 demand amid
declining supply (18). To assess the explanatory
power of this model, we compared the predicted
patterns of extinction to the global marine fossil
record.

Climate warming and ocean O2 loss

We simulated the P/Tr climate transition using
the Community Earth SystemModel, which com-
putes the exchanges of mass, energy, and mo-
mentum among interacting atmosphere, ocean,
land surface, and sea ice components (19). Em-
bedded in the ocean circulation are biogeochem-
ical cycles of O2, carbon, and nutrients driven by
multiple plankton types. An initial climate state
was equilibrated under low greenhouse gas con-
centrations and reconstructed paleogeography
(19, 20). The model was then subjected to an
instantaneous increase in greenhouse gas con-
centration that was sustained for 3000 years
in order to reach a warm, near-equilibrium cli-
mate (fig. S1). The initial climate and subsequent
radiative forcing were achieved by manipulat-
ing atmospheric pCO2 (partial pressure of CO2)
across levels chosen to reproduce tropical ocean
temperatures implied by isotopic proxy records
(3, 4, 19, 21). Because the rate and timing of cli-
mate change, as well as the resulting biotic dis-
turbance, are not precisely known, the analysis of
model output was based on pre-disturbance and
post-disturbance equilibriumstates,whichwe refer
to simply as Permian and Triassic, respectively.
The modeled Permian and Triassic climates

are consistent with geological proxy data for
ocean temperature. The imposed increase in
atmospheric pCO2 raises model near-surface
temperatures by ~11°C in the Paleo-Tethys sea
(Fig. 1A), consistent with reconstructions from
the d18O of biogenic (conodont microfossil) apa-
tite (d18Oapatite; Fig. 1B). Modeled warming is

amplified in the near-surface ocean outside of
the tropics (Fig. 1A) and throughout the upper
ocean relative to the deep (Fig. 1C). Warming
and fresh water input to the high-latitude sur-
face ocean (fig. S2) together strengthen density
stratification and weaken deep-water forma-
tion. From its near-modern state in the Permian,
the meridional overturning circulation slows in
the Triassic by more than 80% in both hemi-
spheres (fig. S3). Deep ocean stagnation reaches
its full extent after just ~300 years and persists
unabated for the duration of the simulation
(~3000 years).
The modeled Permian and Triassic climates

are also consistent with geological proxies for
marine anoxia. Abrupt warming and its attend-
ant effects deplete the globalmarineO2 inventory
by ~76% (~140 mmol/m3), leading to extensive
Triassic seafloor anoxia (Fig. 1D) that spans the
entire northern portion of the PanthalassaOcean
and the eastern tropics, similar to the observed
distribution of deeper-ocean sediments depo-
sited under anoxic conditions [e.g., (6, 22)]. The
global fraction of anoxic bottom water (ƒanox) in
the Permian (~0.1%) is close to modern values
(~0.2%) but rises to ~40% in the Triassic (Fig. 1E),
consistent with the expansion inferred from ura-
nium isotopes in marine carbonates (7, 8).
O2 loss is nearly complete in the abyss, but

varies strongly with latitude throughout the
upper ocean (Fig. 1F). At high latitudes, anoxia
develops in waters as shallow as 150 m. In con-
trast, O2 declines weakly or increases in portions
of the tropical thermocline. This pattern of O2

change cannot be explained by decreases in gas
saturation alone. It requires additional changes
in the cumulative loss of O2 frommicrobial respi-
rationbelow the surface ocean.Warming increases
the rate of phytoplankton growth, whereas strat-
ification increases their exposure to adequate
sunlight, especially in high latitudes where deep
convection and sea ice cover decline markedly.
As a result, surface nutrients are drawn down
in mid- and high latitudes and are exported in
sinking particles to the deep sea (14), thereby
reducing the nutrient supply to the tropical sur-
face ocean (23) (fig. S4). This shift in nutrient
distribution in turn lessens the microbial O2 de-
mand in the tropical thermocline, partially coun-
teracting the lowered gas saturation and limiting
O2 loss, even while anoxia develops elsewhere.

Aerobic habitat loss

The effect of warming and O2 loss on bio-
diversity in the end-Permian ocean depends
not only on the magnitude and pattern of en-
vironmental change, but also on the sensitiv-
ities of marine animals. Tolerances to hypoxia
and warming are physiologically related (24)
and can be represented in a single metric, the
Metabolic Index (F), derived from the ratio
of temperature-dependent rates of O2 supply
and demand (18, 19):

F ¼ Ao
pO2

exp �Eo
kB

1
T � 1

Tref

� �h i ð1Þ
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where pO2 and T are the O2 partial pressure
and temperature of ambient water, respectively;
kB is Boltzmann’s constant; and the parameters
Ao (kPa

−1) and Eo (eV) represent fundamental
physiological traits of a species. The inverse of
Ao (i.e., 1/Ao, in kPa) is the minimum pO2 that
can sustain the resting metabolic rate (i.e., the
“hypoxic threshold”) at a reference temperature
(Tref), and Eo is the temperature sensitivity of
that threshold (Fig. 2A). The Metabolic Index
measures the capacity of an environment to sup-
port aerobic activity by a factor of F above an
organism’s minimum requirement in a complete
resting state (F = 1). For both marine and terres-
trial animals, the energy required for sustained
activity (e.g., feeding, reproduction, defense) is
elevated by a factor of ~1.5 to 7 above resting
metabolic demand (18, 25) and represents an
ecological trait, termedFcrit. If climate warming
and O2 loss reduce the Metabolic Index for an
organism below its species-specific Fcrit, the
environment would no longer have the capacity
to support active aerobic metabolism and, by ex-
tension, long-term population persistence.
We evaluated the range and frequency of traits

governing theMetabolic Index across diversemod-
ern species (19). Physiological traits (1/Ao and Eo)

were estimated in 61 species that span benthic
and pelagic habitats in all ocean basins across
four phyla (Arthropoda, Chordata,Mollusca, and
Cnidaria). The species include 28malacostracans,
21 fishes, three bivalves and cephalopods, two
copepods, and one each for gastropods, ascidians,
scleractinian corals, and sharks (table S1); their
range of body mass spans eight orders of mag-
nitude. The ecological trait (Fcrit) was estimated
for 26 specieswith adequate biogeographical data.
All parameters exhibited well-defined distribu-
tions reflecting the diversity and frequency of key
metabolic traits among modern taxa at multiple
levels of taxonomic hierarchy (fig. S5) (19).
We used the observed trait distributions to

define a set ofmodel ecophysiotypes andpopulate
themodel Permianoceanwith each ecophysiotype
wherever its traits and ocean conditions provide
viable habitat (F ≥ Fcrit). Although modern spe-
cies and the environments they encounter differ
from those present during the Permian, the use
of modern hypoxia traits to define Permian eco-
physiotypes is grounded in two considerations.
First, among well-sampled modern taxonomic
groups, including arthropods, chordates, and
mollusks, the distributions of hypoxia traits are
not significantly different (fig. S5, B to D) (19).

This overlap of distributions implies a strong
selective pressure for diverse physiological strat-
egies for hypoxia tolerance and would apply to
any cosmopolitan taxonomic group, including
Permian phyla not well represented in our data-
base. Second, the broad similarity in the temper-
ature andO2 conditions encountered today and in
the simulated Permian climate (fig. S6) suggests
that, whatever their other anatomical and phys-
iological differences, the Permian aerobic envi-
ronment should have selected for a range and
frequency of hypoxia traits comparable to those
of modern species. To test the adaptive suitabil-
ity ofmodern trait diversity to the Permian ocean,
we examined whether all ecophysiotypes find
suitable habitat, and whether every region of the
Permian ocean would be habitable by some sub-
set of modern ecophysiotypes.
Variations in Permian environmental condi-

tions and the threeMetabolic Index traits give rise
to a diverse set of biogeographic ranges (Fig. 2,
B to D). For average physiological traits of the
studied species (1/Ao ~ 4.5 kPa and Eo ~ 0.4 eV),
F decreases with depth in the upper 1000m but
increases with latitude, restricting ecophysio-
types with higher ratios of active to restingmeta-
bolic rates to the extratropics (Fig. 2B). Because
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Fig. 1. Permian/Triassic ocean temperature and O2. (A) Map of near-
surface (0 to 70 m) ocean warming across the Permian/Triassic (P/Tr)
transition simulated in the Community Earth System Model. The region
in gray represents the supercontinent Pangaea. (B) Simulated near-
surface ocean temperatures (red circles) in the eastern Paleo-Tethys
(5°S to 20°N) and reconstructed from conodont d18Oapatite measurements
(black circles) (4). The time scale of the d18Oapatite data (circles) has
been shifted by 700,000 years to align it with d18Oapatite calibrated by U-Pb
zircon dates (open triangles) (1), which also define the extinction interval

(gray band). Error bars are 1°C. (C) Simulated zonal mean ocean warming
(°C) across the P/Tr transition. (D) Map of seafloor oxygen levels in
the Triassic simulation. Hatching indicates anoxic regions (O2 < 5 mmol/m3).
(E) Simulated seafloor anoxic fraction ƒanox (red circles). Simulated values
are used to drive a published one-box ocean model of the ocean’s
uranium cycle (8) and are compared to d238U isotope measurements
of marine carbonates formed in the Paleo-Tethys (black circles). Error
bars are 0.1‰. (F) Same as in (C) but for simulated changes in O2

concentrations (mmol/m3).
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the hypoxic threshold scales the magnitude of
F linearly (Eq. 1), variations in this parameter
have an effect on the distribution of habitat
similar to that ofFcrit. In contrast, the tempera-
ture sensitivity parameter determines where F
reaches its extreme values for a given distribu-
tion of temperature and O2 (Fig. 2, C and D). For
ecophysiotypes whose hypoxic thresholds are
onlyweakly temperature-dependent (Eo < 0.1 eV),
F is maximized in the shallow low-latitude ocean
(Fig. 2C). For the most temperature-sensitive
ecophysiotypes (Eo ~ 1.0 eV),F is greatest in the
relatively cold waters of the high-latitude upper
ocean and aerobic habitat expands with depth
(Fig. 2D). The predicted niche partitioning leaves
virtuallynopart of thePermianoceanuninhabited,
partially confirming the relevance of modern trait
diversity for the Permian.
Metabolic Index traits also have a strong im-

pact on the predicted volume of available aerobic
habitat (Fig. 3A). Ecophysiotypes with higher
temperature sensitivities are able to inhabit the
largest ocean volumes because most deep waters
in the simulated Permian ocean are cold. In turn,
ecophysiotypeswith lowhypoxic thresholds and/
or low values ofFcrit can occupy the largest ocean
regions for a given temperature sensitivity. Sim-
ulated Permian habitat is available for ~95% of
modernMetabolic Index trait combinations, both
as global ocean volume (points in Fig. 3A) and as
area on the seafloor (fig. S7A), further confirming
that extant trait diversity is well adapted to the
end-Permian ocean and is thus a sensible base-
line for examining habitat loss and extinction.
Across the simulated climate transition, warm-

ing andO2 loss remove amajor fraction of aerobic
habitat in the upper 1000 m for most ecophysio-
types (Fig. 3B) by lowering their metabolic
indices below Fcrit. The loss of habitat exceeds
90% for an ecophysiotypewith the average traits;
the vast majority (~95%) of ecophysiotypes ex-
perience declines, withmagnitudes ranging from
~20% to 100% (fig. S8). Habitat loss preferen-
tially selects against organismswith high hypoxic
thresholds, high ratios of active to resting meta-
bolic rates, and/or high temperature sensitivities.
The former two traits impart low initial habitat
volumes (Fig. 3A), whereas high temperature
sensitivities amplify the decline in F per degree
of warming. These patterns of differential hab-
itat loss across ecophysiotypes are also found for
coastal seafloor habitats (fig. S7B) and are quali-
tatively similar across oceandepth, but the average
magnitude of habitat loss increases in the abyss
because of the more complete O2 loss (fig. S9).

Geography of global extinction

The severity of aerobic habitat loss predicted
across the warming interval implies a high like-
lihood of extinction for many ecophysiotypes.
We simulated the extinction of ecophysiotypes,
defined by a fractional loss of global aerobic
habitat volume (DVi, where i indexes ecophysio-
type) exceeding a specified critical threshold
(Vcrit; Fig. 4A) (19), in waters above a maximum
depth. Becausemaximumhabitat depth andVcrit

are poorly known ecological traits that are likely
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Fig. 2. Physiological and ecological traits of the Metabolic Index (F) and its end-Permian
distribution. (A) The critical O2 pressure (pO2

crit) needed to sustain resting metabolic rates
in laboratory experiments (red circles, Cancer irroratus) vary with temperature with a slope
proportional to Eo from a value of 1/Ao at a reference temperature (Tref), as estimated by linear
regression when F = 1 (19). Energetic demands for ecological activity increase hypoxic thresholds
by a factor Fcrit above the resting state, a value estimated from the Metabolic Index at a species’
observed habitat range limit. (B) Zonal mean distribution of F in the Permian simulation for
ecophysiotypes with average 1/Ao and Eo (~4.5 kPa and 0.4 eV, respectively). (C and D) Variations
in F for an ecophysiotype with weak (C) and strong (D) temperature sensitivities (Eo = 0 eV and
1.0 eV, respectively), both with 1/Ao ~ 4.5 kPa. Example values of Fcrit (black lines) outline different
distributions of available aerobic habitat for a given combination of 1/Ao and Eo.

Fig. 3. Aerobic habitat during the end-Permian and its change under warming and O2 loss.
(A) Percentage of ocean volume in the upper 1000 m that is viable aerobic habitat (F ≥ Fcrit)
in the Permian for ecophysiotypes with different hypoxic threshold parameters 1/Ao and
temperature sensitivities Eo. (B) Relative (percent) change in Permian aerobic habitat volume
(DVi, where i is an index of ecophysiotype) under Triassic warming and O2 loss. Colored contours
are for ecophysiotypes with Fcrit = 3. Measured values of 1/Ao and Eo in modern species are
shown as black symbols, but in (B) these are colored according to habitat changes at a species’
specific Fcrit where an estimate of this parameter is available. The gray region at upper left
indicates trait combinations for which no habitat is available in the Permian simulation.
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to vary across species, we computed the extinc-
tion across a wide range of values for these pa-
rameters. However, the geographical signature
of the predicted mass extinction remains essen-
tially the same irrespective of habitat depth and
Vcrit; extinction intensity should have been lower
for tropical communities than for those at higher
latitudes.
The latitudinal gradient of extinction pre-

dicted from the Metabolic Index arises from
the fundamental niche partitioning of Permian
ecophysiotypes across latitude prior to thewarm-
ing (Fig. 4B and fig. S10A). Ecophysiotypes with
higher hypoxic thresholds and/or ratios of active
to resting metabolisms are preferentially exter-
minated when the high latitudes warm and lose
O2 because they have no escape from inhospitable
conditions. In contrast, ecophysiotypes whose
Permian habitat includes the tropics must have
traits pre-adapted towarm, low-O2 environments
and can better exploit these conditions when
they arise globally. The extinction gradient is thus
predicted to occur as long as the temperature-
dependent hypoxia tolerance varies among eco-
physiotypes, and as long as those with lower
tolerance are confined to higher-latitude waters
with a greater capacity to support aerobic activ-
ity. Under these conditions, the extinction pat-
tern is only weakly dependent on the spatial
gradients of climate warming and O2 loss (fig.
S10B), and holds regardless of the precise fre-
quency distribution of Permian traits (figs. S10B,
S11, and S12); the pattern also holds if habitat is
defined by area on the seafloor or volume in
the water column (fig. S13).
To test the predicted geographic selectivity

of aerobic habitat loss, we compared the model
extinction patterns to the reconstructed distri-
bution of genus extinction across latitude (Fig. 4A
and table S2) derived from fossil occurrences in
the Paleobiology Database (19). The global mean
magnitude of extinction estimated from the fos-
sil compilation (~65% of genera) agrees with
globally aggregated estimates (26) but displays a
previously undescribed gradient across latitude,
consistent with the model predictions. The ob-
served extinction intensity increases by ~20%
from the tropics to high latitudes, reaching at
least 75% of genera outside of the tropics in
both hemispheres. This trend is found in mul-
tiple taxonomic groupings, including those phyla
with traitsmultiply sampled amongmodern taxa
(arthropods, chordates, and mollusks) and in
those that are not (fig. S14A). It is also robust to
latitudinal differences in sampling intensity (fig.
S14, B to D) and changes in the preservation of
major depositional environments (fig. S15) (19).
The correspondence between the simulated and
observed geographic patterns of selectivity strong-
ly implicates aerobic habitat loss, driven by rapid
warming, as a main proximate cause of the end-
Permian extinction.

Magnitude of regional extinction
Unlike the global extinction of ecophysiotypes,
regional extinction (i.e., extirpation) in themodel
does not depend on V crit or habitat depth. The

simulated extirpation is defined at a given lo-
cation by the percentage of ecophysiotypes
whose Metabolic Index is pushed below Fcrit

by Triassic climate change (19). Similar to global
extinction, the extirpation of ecophysiotypes is
elevated at higher latitudes but increases less
systematically from the tropics (Fig. 4C). This
pattern of ecophysiotype loss arises from the
counteracting influences of global warming
and O2 loss on local aerobic habitat. Declining
seawater O2 concentrations drive extirpation in
up to ~70% of ecophysiotypes in the high lati-
tudes, but its impact diminishes to less than

~20% of ecophysiotypes in the tropics, where
O2 loss is weak (Fig. 1F). The effect of warming
predicts the opposite pattern, with peak extir-
pation of ~65% at the equator dropping to ~20%
at the poles. Local aerobic habitat is more sen-
sitive per degree of warming in the tropics than
in the high latitudes because F is already close
to Fcrit for the majority of Permian ecophysio-
types (Fig. 2, B to D). The realized impact of
temperature on local habitat is therefore largest
in the tropics because the pattern of upper-ocean
warming is relatively constant across latitude (Fig.
1C), in contrast to the pattern of O2 loss (Fig. 1F).
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Fig. 4. Global and regional extinction at the end of the Permian. (A) Global extinction versus
latitude, as predicted for model ecophysiotypes and observed in marine genera from end-Permian
fossil occurrences in the Paleobiology Database (PBDB). Model extinction is calculated from the
simulated changes in Permian global aerobic habitat volume (DVi) under Triassic warming and O2

loss (19). The maximum depth of initial habitat and fractional loss of habitat resulting in extinction
(Vcrit) are varied from 500 to 4000 m (colors) and from 40 to 95% (right-axis labels), respectively.The
observed extinction of genera combines occurrences from all phyla in the PBDB (points). Error bars
are the range of genera extinction across two taxonomic groupings: phyla multiply sampled in the
modern physiology data (arthropods, chordates, and mollusks) and all other phyla. Latitude bands
with fewer than five Permian fossil collections are excluded. The average range is used for latitude
bands missing extinction estimates from both taxonomic groupings (i.e., 80°S, 30°S, and 40°N). The
main latitudinal trend—increased extinction away from the tropics—is found when including all data
together and when restricting to the best-sampled latitude bands (fig. S14). In all panels, model values
are averaged across longitude and above 500 m. (B) Average hypoxic threshold and Fcrit across
ecophysiotypes versus latitude in the Permian. In (B) to (D), shading represents the 1s standard
deviation at each latitude. (C) Regional extinction (i.e., extirpation) versus latitude for model
ecophysiotypes, with individual contributions from warming and the loss of seawater O2 concentration.
Extirpation occurs in locations where the Metabolic Index meets the active demand of an
ecophysiotype in the Permian (F ≥ Fcrit) but falls below this threshold in the Triassic (F < Fcrit).
(D) Same as (C) but including globally extinct ecophysiotypes (using a maximum habitat depth
of 1000 m and Vcrit = 80%), and as observed in marine genera from end-Permian and early Triassic
fossil occurrences of all phyla in the PBDB. Observed extirpation magnitudes are averaged across
tropical and extratropical latitude bands (red points and horizontal lines). Regional 1s standard
deviations are shown as vertical lines.
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To test the predicted intensity of regional ex-
tinction, we used fossil occurrence data to esti-
mate the extirpation of marine genera across the
end-Permian extinction (19). The fossil extirpation
intensities are more severe than fossil extinction
intensities across all latitude bands (global mean
~93% ± 8% spatial SD) but show a similar gra-
dient, increasing outside of the tropics (Fig. 4D).
Extirpation exceeds extinction because not all
locally lost genera disappeared globally, whereas
all extinct genera were, by definition, extirpated
everywhere.We can account for the effect of glob-
ally extinct ecophysiotypes in the model extirpa-
tion by using a combination of V crit and habitat
depth that predicts an equal contribution of aer-
obic habitat loss to both the observed regional
and global extinction (19). Doing so increases the
extirpation outside of the tropics, yielding a lati-
tudinal gradient similar to the fossil data.
If we assume that the fossil occurrences pri-

marily reflect habitat conditions above 500 m
water depth (27), the global mean magnitude of
ecophysiotype extirpation (67%± 18% spatial SD)
accounts for ~72% of the mean observed magni-
tude of genera extirpation (i.e., 93%; Fig. 4D). In-
cluding in this comparison the spatial variations
inmodel extirpation yields a range explaining ~53
to 92% of the observed extirpationmagnitude. Ad-
ditional extinctionsdue to temperature-dependent
hypoxia would have likely arisen from ecolog-
ical interactions (28), including foodweb effects,
because hypoxia-tolerant species could still be
eliminated if they were dependent on hypoxia-
vulnerable ones. Temperature-dependent hypoxia
can thus account for the majority of biodiversity
losses during the end-Permian mass extinction.

Discussion

Global warming and ocean O2 loss were accom-
panied by other Earth system changes during
the end-Permian crisis that likely added to the
effects of temperature-dependent hypoxia. In
our simulations, net primary productivity is re-
duced by ~40% globally, with strongest declines
in the low latitudes, where essential nutrient sup-
ply to phytoplankton is most curtailed (fig. S4).
Thus, acting alone, productivity losses would
amplify extinction risk outside of the high lati-
tudes, opposite to the pattern observed in the
fossils.
Outgassing of CO2 from the Siberian Traps

would also have acidified the ocean (12), causing
additional impacts via hypercapnia and/or re-
duced calcification (9, 29). These CO2 effects are
hypothesized to drive taxonomically selective ex-
tinctions, whichmay account for the ~10% lower
mean genus extinction intensity for arthropods,
chordates, andmollusks than for other less phys-
iologically buffered phyla (fig. S14A). For themost
heavily calcified animals in our modern trait
dataset, the cold-water coralLophelia pertusa and
the scallop Pecten maximus, predicted losses of
aerobic habitat are ~94% and ~100%, respectively,
suggesting a high extinction risk for calcifiers even
without a direct CO2 effect. Attributing taxonomi-
cally selective extinction (9, 29) to physiological
mechanisms will require more metabolic trait

data, including from CO2 effects on both calci-
fication and aerobic habitat (hypercapnia), and
from Permian phyla underrepresented in our
database. However, the latitudinal gradient of
extinction arising from the carbon cycle per-
turbation is unlikely to explain higher rates of
tropical species persistence, for the same reason
that hypoxia increases extinction at higher lati-
tudes. Because the most corrosive waters are
found poleward, species least tolerant of low pH
or carbonate saturation would have been con-
fined to the tropics and thus without refuge in
an acidifying ocean.
The end-Permian mass extinction resulted in

the largest loss of animal diversity in Earth’s his-
tory, and its proposed geologic trigger—volcanic
greenhouse gas release—is analogous to an-
thropogenic climate forcing. Predicted patterns
of future ocean O2 loss under climate change
(30, 31) are broadly similar to those simulated
here for the P/Tr boundary. Moreover, green-
house gas emission scenarios projected for the
coming centuries (32) predict a magnitude of
upper ocean warming by 2300 CE that is ~35 to
50% of that required to account for most of the
end-Permian extinction intensity. Given the fun-
damental nature of metabolic constraints from
temperature-dependent hypoxia inmarine biota,
these projections highlight the potential for a
future mass extinction arising from depletion
of the ocean’s aerobic capacity that is already
under way.
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Semiconducting polymer blends
that exhibit stable charge transport
at high temperatures

Aristide Gumyusenge1, Dung T. Tran1, Xuyi Luo1, Gregory M. Pitch2,
Yan Zhao1, Kaelon A. Jenkins1, Tim J. Dunn3, Alexander L. Ayzner2,
Brett M. Savoie4*, Jianguo Mei1*

Although high-temperature operation (i.e., beyond 150°C) is of great interest for many
electronics applications, achieving stable carrier mobilities for organic semiconductors
at elevated temperatures is fundamentally challenging. We report a general strategy
to make thermally stable high-temperature semiconducting polymer blends, composed
of interpenetrating semicrystalline conjugated polymers and high glass-transition
temperature insulating matrices. When properly engineered, such polymer blends display
a temperature-insensitive charge transport behavior with hole mobility exceeding
2.0 cm2/V·s across a wide temperature range from room temperature up to 220°C in
thin-film transistors.

T
he performance of inorganic semicon-
ductors optimized for operation at am-
bient temperatures degrades at elevated
temperatures. Charge carriers are ther-
mally promoted across the band gap,

which leads to increased carrier densities,
junction leakages, and reduced charge carrier
mobility (1–3). To improve the device per-
formance and lifetime in these harsh ther-
mal conditions, wide-bandgap materials have
been utilized (4, 5). Alternatively, active or
passive cooling, thermally engineered pack-
aging, as well as electrical isolation between
multiple transistors are used to maintain the
optimal electronic performance (6). By con-
trast, organic semiconductors commonly
display thermally activated charge transport
features (7, 8). Charge transport is facilitated
in organics with moderate temperature in-
creases, leading to improved performance (9).
However, this thermally activated charge
transport becomes counteracted by unstable
morphologies and disrupted molecular pack-
ing at higher temperatures, especially in poly-
mer thin films (10, 11). Although devices

such as organic field-effect transistors are now
common (12), their operation is normally at
ambient conditions. High-temperature anneal-
ing effects have been explored in organic
semiconductors (13–15), but in all reports,
charge-carrier mobilities have been tem-
perature dependent and start to decline at
>150°C.
Blending semiconducting polymers with

insulating hosts has been used as a general
strategy to improve electronic performance,
processability, and mechanical and environ-
mental stability in electronic devices (16–18).
Preserving close intermolecular interac-
tions and packing motifs at elevated tem-
peratures is the key challenge, especially
for semiconducting polymers (10, 19). We
hypothesized that interpenetrating networks
between semicrystalline conjugated polymers
and high glass-transition (Tg) insulating poly-
mers can confine conformational changes
of semiconducting polymer chains at ele-
vated temperatures. To test this concept, we
first select diketopyrrolopyrrole-thiophene
(DPP-T; P1), a high-performance conjugated
polymer, and poly(N-vinyl carbazole) (PVK,
Tg ~220°C) as the high-Tg host (Fig. 1A) and
studied blends from 40 to 90 weight % (wt %)
of PVK in spin-cast films. The blends with be-
tween 55 and 65 wt % PVK formed inter-
penetrating channels between the conjugated
polymer P1 and the rigid host PVK, as observed
from atomic force microscopy (AFM) images
(Fig. 1B and fig. S1).
Testing the blend films in field-effect tran-

sistors (FETs) under ambient and inert

conditions, we observed thermally stable
operations at high temperatures up to 220°C
with hole mobilities as high as 2.5 cm2/V·s
at the blend ratios of 55 to 65 wt % PVK that
created a bicontinuous morphology with in-
terconnected P1 domains (Fig. 1C and fig. S2).
With loadings outside this range, undesired
vertical or large lateral phase segregation
occurs, which leads to the loss of thermal
stability. The mobility of the pristine semi-
conductor P1 decreases to 8% at 220°C.
Ultraviolet-visible (UV-Vis) absorption spectra
(Fig. 1D) revealed an increase in the 0-0
vibronic peak intensities upon approach-
ing the optimal blending ratios, indicative
of increasing ordering and p-p interactions
between P1 chains in the confined domains
(20–22). The bottom surface morphology
analysis confirms that the interpenetrating
structure is preserved at the gate interface
in the thermally stable high-performance
blends (fig. S3).
To elucidate the observed thermal stabil-

ity of the 60 wt % PVK blend versus pure P1,
we use in situ temperature-dependent UV-
Vis spectroscopy, AFM, and grazing incidence
x-ray diffraction (GIXD), as well as molecular
dynamics simulations to study the effect of
temperature on the intermolecular inter-
actions of the semiconducting chains. Upon
heating, the UV-Vis absorption spectra of
pristine P1 films revealed a blue shift of
35 nm in the maximum absorption peak,
accompanied by a decrease in both the 0-0
and the 0-1 peaks (Fig. 2A). These phenome-
na are consistent with the polymer chains’
deaggregating and reorganizing caused by
the thermal energy disrupting the crystal-
lites. For the blend films, the chain ordering
and interchain interactions were less af-
fected upon heating, in comparison with
pristine P1 films, as evidenced by the less
pronounced decrease of the 0-0 vibronic
peak intensity. More distinctively, the 0-0
vibronic peak that vanished in the P1 films
was retained in the blended films even at
temperatures up to 220°C (Fig. 2B). The
temperature-dependent AFM analysis also
revealed that the microscale morphology
of the pristine P1 films changes upon heat-
ing, whereas the P1/PVK blend film mor-
phology is not affected by heating (fig. S4).
Together, these observations indicated that
the matrix polymer effectively confined the
semiconducting polymer and limited dihe-
dral twisting and larger structural reorgan-
izations that were responsible for the loss of
the carrier mobility at high temperatures.
In situ temperature-dependent GIXD

studies showed that in the 60% PVK blend
film, the p-p stacking distance of P1 was re-
duced from 3.70 to 3.64 Å, relative to the
pristine P1 (Fig. 3, C and D, and fig. S5). In
both cases, the p-p stacking distance in-
creased when the thin films were heated
and reached 3.79 and 3.73 Å at 200°C for the
pure P1 and the PVK blend films, respectively.
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To evaluate the effect of this p-p stacking
confinement on the polymer dihedral dis-
tribution, molecular dynamics modeling was
performed. In these simulations, the p-p sep-
aration of the semiconducting polymer chains
was restrained to model varying levels of
confinement, and the resulting dihedral dis-
tributions were compared to characterize
the polymer reorganization dynamics (Fig.
3E). At p-p confinements of 3.0 Å, we ob-
served complete conservation of the dihedral
distributions at all temperatures. Notably,
the CCCN dihedral, corresponding to the
DPP-T conformations, exhibited intercon-
version between gauche conformers, but
there was no evidence of gauche-to-trans
interconversion (i.e., the onset of chain
twisting) at any temperature. Likewise, the
SCCC dihedral angle, corresponding to
the thiophene-thiophene conformations,
broadened with temperature but remained
sharply peaked. By contrast, at p-p confine-
ments of 5.0 Å, the SCCC dihedral dis-
tribution is broadened at all temperatures,
and the CCCN dihedral exhibits gauche-to-
trans interconversion at all temperatures
(Fig. 3, F and G). Systematic studies of the
dihedral distributions under confinements
from 3 to 6 Å allowed us to conclude that
large-scale DPP-T reorganizations began rel-
atively abruptly once fluctuations in the in-
terchain p-p separation reach ~5 Å (figs. S7
to S9). On the basis of these results, we in-

terpret the p-p confinement exhibited by the
bicontinuous P1/PVK blends to play a critical
role in restricting intrachain reorganization
and enabling temperature-insensitive mobil-
ity. This mechanism suggests that this con-
finement strategy should be general to other
semiconducting polymers embedded in sim-
ilarly rigid matrix polymers or potentially
to other confinement strategies like chan-
nel templating. The relatively broad range
of blending concentrations that exhibit tem-
perature insensitivity (40 to 70%) implies
that this effect is relatively insensitive to
the width of the confined semiconducting
domains.
To evaluate the stability of the blend films

under prolonged thermal stress, the fabri-
cated FET devices were subjected to con-
stant heating at 150°C for 6 hours in air. For
inorganic semiconductors, prolonged heat-
ing leads to increased charge-carrier density
and uncontrolled thermal doping (23). For
organics, prolonged heating, especially above
the Tg or the melting point of the semi-
conductors, leads to morphology changes
and device performance degradation (10, 11, 15).
In contrast with the pristine P1 devices un-
der the same conditions, the devices based
on the 60% PVK blends retained excellent
electronic properties (as high as 95% of the
original mobility) under thermal stress (Fig.
3A). The FET devices made from pristine
P1 showed a declining on-off current ratio

(ION/IOFF) and increased threshold voltages
under constant heating, consistent with ear-
lier observation of unstable morphologies at
high temperatures. The thermally stabilized
blend-based FET devices retain an on-off
current ratio higher than 103 and thresh-
old voltages below 3 V after thermal stress-
ing (Fig. 3, B to D).
To demonstrate the generality of our blend-

ing strategy, we explore the FET thermal
stability of P1 blended with four other high-
Tg matrices i.e., polycarbonate (PC), poly-
acenaphthylene (PAC), polyetherimide (PEI),
and Matrimid 5218 (MI) (Fig. 4A). We first
optimized the blending ratios to attain in-
terpenetrating morphologies (fig. S10A). FET
devices based on these optimized blends
exhibited thermally stable charge trans-
port and the P1/PAC blend pair could reach
hole mobilities as high as 2.0 cm2/V·s that
were stable up to 220°C in open air (Fig. 4B).
The optimized P1/PC blend only provided
thermally stable operation up to 180°C, which
is near the Tg of the host. We also tested other
donor-acceptor semiconductors based on
high-performance DPP (P2) (20) and iso-
indigo (P3) (24) (Fig. 4C) and studied the
thermal stability of their blend films with
the champion high-Tg matrices, i.e., PVK
and PAC. After optimizing the blend ratios
to obtain an interpenetrating morphology
(fig. S10B), FET devices with excellent ther-
mal stability up to 220°C were also achieved
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Fig. 1. Morphology stabilization: Interdigitation and
thermal stability can be tuned with blending ratio
control. (A) Chemical structures of the semiconducting
polymer (P1) and the insulating matrix polymer (PVK).
(B) AFM phase images of the spin-cast thin films of the
polymer blends with various amounts of PVK. An optimal
amount of the semiconductor was required to establish
interpenetrated morphology. Beyond this threshold, lateral
phase separation occurs, and the interconnectivity was
lost. (C) Temperature (temp.)–dependent charge carrier
mobility in FET devices based on P1 blends containing
various ratios of PVK. The data points represent the
average hole mobility measured from 10 different devices for each blending ratio, and the error bars represent the standard
deviation from the average. The pure P1 data are also plotted. (D) Normalized UV-Vis absorption spectra (Norm. abs.) of P1-PVK
blends with varying amounts of the matrix polymer. The confinement of the semiconductor within rigid domains of the host
led to increased ordering of the conjugated polymer chains. a.u., arbitrary units.
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Fig. 2. Thermally stable packing behavior in
PVK blends. (A and B) Temperature-dependent
UV-Vis absorption spectra of pristine P1 films
and the corresponding PVK blend. (C and
D) Evolution of p-p d-spacing and lamellar
stacking in thin films treated at different temper-
atures. The presence of PVK in the films not
only induced closer packing of the conjugated
polymer chains, but it also reduced their
freedom to thermally expand and rearrange.
p-p stacking distance as close as 3.72 Å can be
retained at 200°C in the case of the PVK
blend film. The peak position was extracted from
Gaussian fits to the one-dimensional I(q) versus
q plots. (E) Simulated dihedral distributions at
different temperatures when p-p separations are
confined to 3 Å and 5 Å. With the p-p restraint
of 5 Å, the distribution broadens, indicative of
chains twisting at all temperatures. (F and
G) Packing behavior of DPP-T chains when
confined to 3 Å and 5 Å, respectively.

Fig. 3. Effect of thermal stress on FETdevices and thermal stability
of PVK blends. (A) Measured hole mobilities under constant thermal
stress for 6 hours. A sudden decline in mobility was observed for pure P1
when the FET device is heated. The blend can retain its original mobility
after 6 hours. (B) Characteristic transfer curves of FET devices based on
P1 with and without PVK after 1 hour of heating. SQRT, square root.

(C) Impact of heating on the ION/IOFF. After 1 hour of heating, the ratio fell to
nearly 10 for the devices based on P1 while remaining > 104 for the blend
devices. (D) Threshold voltages (Vth) for FETdevices based on the 60% PVK
blends (below 3 V) and pure P1 (exceeding 20 V) upon prolonged heating.
The data points represent the average values measured from 10 different
devices, and the error bars represent the standard deviation from the average.
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(Fig. 4D). Temperature-dependent UV-Vis
absorption analyses on the blend films of
P2 and P3 confirmed that those blend pairs
with thermally insensitive charge transport
properties exhibited a similar behavior as
the P1/PVK blend at high temperatures (figs.
S11 to S14). One exception was the P2/PVK
pair, which did not present a thermally stable
charge transport behavior (Fig. 4D). Likewise,
this pair did not preserve the characteristic
intermolecular interaction vibronic peak upon
heating, indicating that this was a necessary
feature in stable blends (fig. S12). We also
noticed that the pristine P3 film exhibited a
nearly thermally stable operation across the
tested temperature range. Consistent with
the thermally stable blends previously dis-
cussed, the P3 film itself also exhibited strong
intermolecular interactions even at high tem-
peratures (fig. S13), which suggested the or-
ganization of P3 is unusually robust among
the studied semiconductors. Lastly, the blend-
ing strategy was tested for n-type semi-
conducting systems, and the blend films
that form interpenetrating morphologies
exhibited thermally stable operation in
comparison with the pristine thin films
(fig. S20).
To design high-temperature semiconduct-

ing polymer blends, a few requirements ap-
pear to be essential: (i) a host matrix with a
Tg higher than the desired operating tem-
perature; (ii) a semicrystalline semiconduct-
ing polymer; (iii) the interpenetration of the
semiconducting component into the host
matrix; and (iv) improved intermolecular
p-p stacking within semiconducting chan-
nels that can be retained at high temperature.
The use of high-Tg matrices is demonstrated

to be a general strategy to attain these prop-
erties by minimizing spatial rearrangements
within the polymer films at elevated temper-
atures. We hypothesized that the superior
ordering in the confined channels enhanced
charge transport by reduced activation energy
and trap density.
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Fig. 4. Attaining universal thermal
stability in semiconducting polymer
blends. (A) Molecular structures and
glass-transition temperatures of the
representative matrix polymers
tested for high-temperature charge
transport. Matrimid 5218; PEI, polye-
therimide. (B) Hole mobilities of FET
devices based on the optimized blends
of P1 in four different matrices
measured in open air. (C) Molecular
structures of additional semi-
conducting polymers studied for
thermally stable blends. (D) Measured
FETmobilities from the blend films
of P2 and P3 with PVK and PAC
used as the host matrices. The blend
combinations that had stable close
packing exhibited hole mobilities
stable up to 220°C. The data points
represent the average mobility values
measured from 10 different devices,
and the error bars represent the stan-
dard deviation from the average.
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NANOMATERIALS

Building two-dimensional
materials one row at a time:
Avoiding the nucleation barrier

Jiajun Chen1,2, Enbo Zhu3,4, Juan Liu5, Shuai Zhang2, Zhaoyang Lin6, Xiangfeng Duan6,7,
Hendrik Heinz5, Yu Huang3,7*, James J. De Yoreo1,2*

Assembly of two-dimensional (2D) molecular arrays on surfaces produces a wide
range of architectural motifs exhibiting unique properties, but little attention has been
given to the mechanism by which they nucleate. Using peptides selected for their
binding affinity to molybdenum disulfide, we investigated nucleation of 2D arrays by
molecularly resolved in situ atomic force microscopy and compared our results to
molecular dynamics simulations. The arrays assembled one row at a time, and the
nuclei were ordered from the earliest stages and formed without a free energy
barrier or a critical size. The results verify long-standing but unproven predictions of
classical nucleation theory in one dimension while revealing key interactions
underlying 2D assembly.

A
ssembly of two-dimensional (2D) molec-
ular arrays on surfaces has been exten-
sively investigated to understand the
structural relation between substrate
and film (1–6), revealing a rich world of

frameworks (1, 2, 6), tilings (1, 7), and chiral
architectures (1, 8). Recognition of the elec-
tronic (9), optical (9), chemical (2–4), and
mechanical (10) properties of 2D materials
has intensified interest in their formation,
yet little attention has been given to the un-
derlying mechanism. Whether assembly is
described by concepts of classical nucleation
theory (CNT) (11) or falls within the broader
context of “nonclassical” pathways involving
formation, aggregation, and transformation
of transient precursors (12) remains unknown.
Using peptides chosen by genetic selection
(13, 14) for their binding affinity to MoS2
(0001), we investigated nucleation of 2D ar-
rays by molecularly resolved in situ atomic
force microscopy (AFM) and molecular dynam-
ics (MD) simulations.
The peptides consisted of seven amino acids

[Tyr-Ser-Ala-Thr-Phe-Thr-Tyr (YSATFTY),
named MoSBP1] with acylated and amidated

N and C termini, respectively, to reduce elec-
trostatic interactions (15) (fig. S1). When in-
cubated with freshly cleaved MoS2 substrates,
MoSBP1 assembled into elongated islands
aligned along three equivalent directions
on MoS2 (0001) and exhibited aspect ratios
that decreased with increasing peptide con-
centration (Fig. 1, A to C). The islands were

~0.7 nm in height (fig. S2), indicating that
they were one monolayer thick, and consisted
of parallel rows with a periodicity of 4.1 nm
(Fig. 1, D to F, and fig. S3). Comparison of the
row directions to the underlying MoS2 (0001)
lattice demonstrated that they formed at an
angle of 30° to the densest sulfur packing
directions (fig. S4).
Molecular-resolution imaging showed that each

row consists of ~1.1 nm× 4.7 nm units running at
~60° to the rows (Fig. 1, E and F), demonstrating
the highly ordered structure of each row (Fig. 1F
and fig. S5). The dimensions and symmetry of
the units were consistent with dimer formation
with the same termini of the two monomers
facing one another (C-to-C or N-to-N), as indi-
cated by the following observations: (i) The length
of each unit was ~1.7 times the maximum pos-
sible length of a fully extendedMoSBP1 molecule.
(ii) The units exhibited two-fold symmetry down
to a submolecular level. (iii) The central portion
of each unit was higher than the ends, suggesting
overlap of the peptides in that region. (iv) The
absence of chains extending along the direction
parallel to the dimers, which would result in var-
iable row widths, excluded an N-to-C or C-to-N
associationwithin the dimers. (v) Ring-like struc-
tures ~0.5 nm in diameter, similar to the size
reported in other AFM studies of a flat-lying
phenyl ring (16), lay symmetrically on both sides
of the rows (fig. S5C).
To understand the detailed structure and

key interactions that stabilized the film, we
performed MD simulations using the CHARMM-
Interface force field (17) starting with single
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Fig. 1. In situ AFM images of MoSBP1 on MoS2 (0001). (A to C) Self-assembled
structure at different concentrations. (D) Islands consist of co-aligned rows with uniform
spacing. (E) Non–contact mode image shows that each row consists of small building
blocks lying at ~60° to the row orientation. (F) High-resolution contact mode image
shows detailed structure with connections between rows. The bottom half of (F) was fast
Fourier transform–filtered.
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peptides in different orientations on MoS2
(Fig. 2, A to D). The MoSBP1 binding energy
Eads was –96 ± 9 kcal/mol in the preferred
orientation (Fig. 2A) and originated from the
replacement of ~25 water molecules in direct
contact with MoS2 surface; these were weakly
bound and gained more hydrogen bonds upon
release into the solution (fig. S6, A to C). The

entropy gain of water was partially compen-
sated by entropy loss of the peptide upon
binding, as shown on similar surfaces (18),
and the free energy of adsorption was ap-
proximately –103 ± 10 kcal/mol (see supple-
mentary text). We tested all possible peptide
orientations, without constraints in any direc-
tion, and found that the backbone preferred to

align in the densest sulfur packing direction
(Fig. 2, A to D). Defining the direction of a
single peptide as the orientation perpendic-
ular to the main body of the peptide, we found
a strong preference for single peptides to align
at 30°, 90°, and 150° relative to the ½2�1�10� di-
rection of the MoS2 lattice (Fig. 2, B to E), match-
ing the observed row directions.
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Fig. 2. Predicted alignments of MoSBP1, dimers, and assemblies
on MoS2 (0001) from MD simulations. (A) Favorable binding
conformation of a single peptide. (B to D) Preferred orientations of
single peptides on the surface, colored by residue (A, Ala; F, Phe;
S, Ser; T, Thr; Y, Tyr). Red boxes and blue arrows in (A) to (D) show main
body and direction of a single peptide. (E) The probability of a single

peptide at different angles relative to the ½2�1�10� direction. (F) Proposed
dimer arrangement stabilized by hydrogen bonds. (G) The most stable
dimer conformation, overlaid on an AFM image. The dimer direction

points from a phenyl ring at one end of the dimer to another phenyl ring
at the other end, which shows a 60° difference from the row direction.
(H to J) Snapshots of ~20-nm peptide assemblies with the dimer
arrangement in (G) at different orientations on the surface. (K) The
stability is highest, and the dissolution rate is lowest, at angles of 30°,
90°, and 150°. (L) Preferred orientations from MD agree with experi-
mental results. (M) Simulated AFM image of peptide rows along the
preferred orientation is consistent with AFM data. Error bars in (E) and
(K) denote SD in the simulation.
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To understand the stabilization of peptide
rows, we simulated numerous dimer configura-
tions, the most stable of which is shown schema-
tically in Fig. 2F and overlaid on an AFM image
in Fig. 2G. We tested the stability of large assem-
blies of these dimers ~20 nm in size with differ-
ent row orientations relative to the lattice in MD
simulations (Fig. 2, H to J). Peptide row stability
was again substantially higher when aligned at
30°, 90°, and 150° relative to ½2�1�10� (Fig. 2, K andL).
In all cases, some disorder was introduced during
the simulation, presumably because of the smaller

domain size relative to experiments and some
limitations in both conformation sampling and
force fields.
The most stable structures (Fig. 2, H and

K) were consistent with the topography seen
by AFM (Fig. 2, L and M); a simulated AFM
image based on the MD results (Fig. 2M) con-
firmed the importance of the phenyl rings of
Tyr and Phe in surface recognition and at-
tachment (fig. S6, A to C). The dimer itself was
stabilized by hydrogen bonds between the
–OH of Tyr7 and the –C=O of Thr6, and pos-

sibly by p-p stacking between phenyl rings
(Fig. 2F). Interestingly, the adsorption of
multiple peptides in large assemblies re-
duced the attraction per peptide from –96 to
–18 kcal/mol (Fig. 2, A and H). Although this
energy still corresponded to strong bind-
ing (fig. S6, E and F), this result indicated
that the required removal of 25 water mol-
ecules to bind a single peptide was kinet-
ically prohibited and that the ordered domains
of dimer rows represented a metastable
state, which was more rapidly achieved
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Fig. 3. Nucleation and growth dynamics of MoSBP1 on MoS2 (0001).
(A to E) In situ AFM images show that the peptides attached to the surface
and directly grew into ordered structures. (F to O) In situ high-speed AFM
images show formation and development of a small island [(F) to (J)];

nucleation of a single row [(K) and (L)]; and creation of new rows adjacent to
existing ones [(M) to (O)]. Circles highlight regions where new rows appear
(dashed, before; solid, after). (P to R) Longitudinal (P) and lateral (Q) island
growth rates and initial nucleation rate (R) versus peptide concentration.
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via hydrogen bonding and van der Waals
interactions.
We further investigated the pathway and

kinetics of array formation by continuously
monitoring assembly by AFM, with scan rates
as high as 2.56 s per frame (Fig. 3, A to O, fig.
S7, and movie S1). The results showed that
MoSBP1 nuclei exhibited the elongated struc-
ture of mature islands and grew along the
preferred lattice directions from their first
appearance, with no evidence of a transient
precursor phase or attachment of large clus-
ters over the course of ~900 sequential frames,
according to our current time resolution (Fig.
3, F to O, fig. S7, and movie S1). Moreover, the
characteristic 4.1-nm rows aligned along one
of the three preferred directions were ob-
served even in the smallest islands with
lengths as short as ~8 dimers (~9 nm) (Fig.
3, G and L), further indicating a direct nu-
cleation pathway. Simulation of single peptides
and circular dichroism spectra showed that
MoSBP1 tended to remain in a monomeric
state in bulk solution, which suggests that
monomers were the likely growth unit (see
supplementary text).
In the early stages of assembly, a few is-

lands grew along directions lying at 30° to
the preferred directions, but disappeared over
time (~25 min) (fig. S8). Islands that grew
along the preferred directions sometimes dis-
solved as nearby islands grew (~10 min) (fig.
S9). These observations demonstrated both
the higher stability of islands exhibiting dom-
inant orientations and the reversibility of pep-
tide binding (movie S1).

To understand the energetic controls on as-
sembly, we used time-resolved in situ data to
measure nucleation and growth rates, which re-
vealed the crucial role of row-by-row assembly in
controlling film formation. The longitudinal
growth rate vlg was proportional to peptide con-
centration c (Fig. 3P), whereas the lateral growth
rate vla was proportional to c2 (Fig. 3Q). The in-
itial nucleation rate Jnwas also proportional to c
(Fig. 3R), as was the number density of nuclei n∞
approached asymptotically as time t → ∞ (fig.
S10). Moreover, the concentration below which
Jn = 0 (0.48 mM), within error, was identical to
that at which vlg and vla reached zero (0.45 mM)—
that is, the island solubility limit ce—and there
was no lower limit to the size of nuclei that grew
spontaneously (fig. S11). Thus, nucleation began
as soon as c exceeded ce, Jn º c, and the critical
island size Nc = 0.
These observations are seemingly in violation

of predictions of CNT,which hold that 2D islands
exhibit a critical size below and above which is-
lands will, on average, dissolve and grow, respec-
tively, and that Nc should scale inversely with
supersaturation s. Moreover, in two dimensions,
CNT predicts an exponential dependence of Jn
on s, leading to a strongly nonlinear dependence
on c (11, 19). We can reconcile the apparent con-
tradictions and understand all of the observed
phenomena by recognizing that, although the
final islands are 2D, they form one row at a time.
The free energy barrier of CNT arises from the
difference in the dimensional dependence be-
tween the free energy change DG associated with
the drop in chemical potential upon crystalliza-
tion and that associated with surface (3D) or line

(2D) tension of the newphase. In twodimensions,
the (negative) first term scales with island area A,
whereas the (positive) second term is proportional
to the perimeter. The second term dominates at
small size, but the first term eventually wins out,
giving rise to a barrier at finite A and a critical
sizeNc (11, 19) (fig. S12). In contrast, in one dimen-
sion, both contributions to DG are proportional to
the length L of the nucleus; consequently, there
is no barrier, and Nc = 0 (fig. S12). Thus, when
the assembly process is viewed as continual
nucleation of 1D rows, rather than conflicting
with CNT, the results verify its long-standing
prediction that nucleation of 1D structures occurs
without a free energy barrier.
The distinction between the nucleation kinetics

ofMoSBP1 rows and that of amyloid fibrils, which
constitute a quasi-1Dmaterial, further highlights
the 1D nature of MoSBP1 nucleation. In the amy-
loid fibril system, which exhibits similar 1D growth
behavior, a two-step condensation-ordering pro-
cess with a nucleation barrier is widely observed
(20). However, in that system, the initial forma-
tion of the disordered oligomeric precursor phase
constitutes the nucleation step and leads to the
typical shape of the nucleation barrier in three
dimensions as described by CNT (20).
The fact that there is no free energy barrier

to nucleation does not mean that nucleation
occurs in the absence of density fluctuations,
which all systems at finite temperature must po-
ssess. However, when building 1D structures, even
density fluctuations that create dimers create
supercritical nuclei, because the monomer de-
fines the critical cluster size. The lack of a free
energybarrier alsodoesnotmean thatnucleation—
or, for that matter, growth—is unopposed by
kinetic barriers associated with molecular-level
processes, such as desolvation, conformational
changes, or breaking and making of hydrogen
bonds. However, these activation barriers are
fundamentally different from free energy bar-
riers that are associated with the ability of the
system to explore all the available configura-
tional states and are governed by the proba-
bility of forming an island larger than the
critical size. The activation barriers do not de-
pend on supersaturation and thus have no im-
pact on the dependence of Jn on s. However,
because Jn depends exponentially on both the
free energy barrier and the activation barrier,
both are important in determining the fre-
quency of nucleation. Thus, even though the
lack of a free energy barrier leads to a linear
dependence of rate on concentration, the fi-
nite activation barrier ensures that nuclea-
tion occurs nonetheless through discrete events.
The difference in the concentration depend-

ence of longitudinal and lateral growth rates
can also be understood as a consequence of row-
by-row growth. Monomers that attach at the row
ends are strongly bound, and every attachment is
an independent event. Thus, vlg should be linear
in c, as observed (Fig. 3P). However, when a new
row (n = 2) forms adjacent to the first (n = 1), the
weakness of end-to-end binding causes the at-
tachedmonomers to have low stability, such that
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the creation of a stable dimer requires a sec-
ond attachment event before the first mono-
mer detaches (Fig. 3Q). Hence, vla should be
quadratic in c. This difference explains why
increasing c leads to smaller island aspect
ratios (Fig. 1, A to C): The rate at which rows
n ≥ 2 are created relative to the rate at which
existing rows lengthen is proportional to (c – ce).
In addition, the fact that the lateral growth
rate also reaches zero at c = ce further dem-
onstrates the barrier-free nature of nuclea-
tion in this system. The lateral growth rate
is directly proportional to the rate at which
new rows nucleate heterogeneously along
existing rows. Although this rate can be ex-
pected to exceed that of new, isolated rows
(i.e., homogeneous nucleation), in CNT the
kinetics of heterogeneous nucleation are gov-
erned by the same expressions with a mod-
ified value of the surface or line tension. Thus, a
critical size and barrier would be expected for
2D nuclei.
The question then arises as to why the nu-

cleation rate of the first row is linear in c,
whereas that of rows n ≥ 2 is quadratic. We
constructed a set of rate equations to describe
the creation and destruction of all adsorbed
species, including monomers, dimers, and rows
(see supplementary text), and derived the ini-
tial nucleation rate dn/dt (near t = 0):

dn

dt
≈

kþmk
þ
n c

2

cðkþm þ kþn Þ þ k�m
� kþmk

þ
n c

2
e

ceðkþm þ kþn Þ þ k�m

ð1Þ

where kþm, k
þ
n , and k�m are the rate coefficients

for monomer adsorption, attachment to an
adsorbed monomer to form a nucleus, and
desorption, respectively. In the limit of high
k�m (i.e., low coverage), Jn º c2. However, at
high kþm—high monomer coverage—Jn º c,
because every adsorbing monomer has a high
probability of finding a monomer that has
already adsorbed. Thus, although the need
to dock a monomer to the side of a row leads
to a quadratic dependence on c for nuclea-
tion of rows n ≥ 2, a high coverage of adsorbed
monomers produces a linear dependence on c
for the first row of any island.
Finally, to determine the impact of sequence

and surface on the pathway, we investigated
assembly onMoS2 (0001) by three other sequences—
the reversed sequence MoSBP1-R (Tyr-Thr-Phe-
Thr-Ala-Ser-Tyr;YTFTASY), the scrambledsequence
MoSBP1-S (Ser-Ala-Tyr-Phe-Tyr-Thr-Thr; SAYFYTT),
and a weak-binding sequence, MoSBP20 (Thr-
Ser-His-Met-Ser-Asn-Thr; TSHMSNT)—as well
as assembly of the original sequence on highly
ordered pyrolytic graphite (HOPG). The reversed
sequence MoSBP1-R assembled on MoS2 into a
structure similar to that of MoSBP1 (fig. S13, A to
C), although a larger concentration (5 mM) was
required to initiate nucleation and growth. For
both the scrambled version MoSBP1-S, which still
contained the phenyl rings, and the weak-binding

sequence MoSBP20, which contained no phenyl
rings, no assembly occurred (fig. S13, D and E)
even at c = 5 mM.
Substitution of HOPG for MoS2 revealed yet

another assembly pathwaymade possible through
the row-by-row nucleation process. MoSBP1 still
assembled into 2D films similar to those seen on
MoS2 (Fig. 4), but most of the rows constituting
these films began as isolated independent nuclei
(Fig. 4, A to D). Over time, the MoSBP1 rows,
which were immobile on MoS2, were able to dif-
fuse across the HOPG surface and aggregate to
form the final compact, highly ordered 2D do-
mains (Fig. 4, E and F). Individual rows aligned
alongmetastable orientations weremoremobile,
aiding in the aggregation process (fig. S14). These
results highlight the key role of epitaxial match
in tuning the assembly pathway.AlthoughMoSBP1
exhibits commensurate epitaxial growth on MoS2,
the mismatch with the HOPG lattice leads to
strained epitaxy (fig. S14). The effect of this
strain is revealed through the smaller row spac-
ing of 3.4 nm on HOPG versus 4.1 nm on MoS2
and weaker binding, which leads to the observed
mobility of the rows.
The use of peptides identified through phage

display (13–15) has enabled control over the for-
mation of a wide range of materials (13–15, 21–24),
and surface-directed assembly of such peptides
has been shown to modulate the electronic
properties of 2Dmaterials (25). In cases where
structure has been investigated, patterns like
those observed here are commonly reported.
Our findings provide a mechanistic description
of their formation and define the key control-
ling parameters.
The peptides investigated here exhibit struc-

tural features common to many polymeric and
chain-like organic molecules that self-assemble
on surfaces (2–5, 8, 21, 25, 26): They possess amix
of hydrophobic and hydrophilic groups; they
formmany contacts between side chains andwith
both neighboring molecules and the underlying
substrate; and, relative to side-to-side binding,
they exhibit weak end-to-end binding. Indeed, a
wide variety of systems form ordered 2D films
exhibiting a row-by-row structure (21, 25–28).
In addition, many peptides and other polymers
form 1D fibers in bulk solution that then interact
to form 2D and 3D structures (29–32). The above
findings place these systems in the context of well-
developed theories for the emergence of order
and post-nucleation growth and provide a guide
for interpreting and controlling their assembly.
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A general reinforcement learning
algorithm that masters chess, shogi,
and Go through self-play
David Silver1,2*†, Thomas Hubert1*, Julian Schrittwieser1*, Ioannis Antonoglou1,
Matthew Lai1, Arthur Guez1, Marc Lanctot1, Laurent Sifre1, Dharshan Kumaran1,
Thore Graepel1, Timothy Lillicrap1, Karen Simonyan1, Demis Hassabis1†

The game of chess is the longest-studied domain in the history of artificial intelligence.
The strongest programs are based on a combination of sophisticated search techniques,
domain-specific adaptations, and handcrafted evaluation functions that have been refined
by human experts over several decades. By contrast, the AlphaGo Zero program recently
achieved superhuman performance in the game of Go by reinforcement learning from self-play.
In this paper, we generalize this approach into a single AlphaZero algorithm that can achieve
superhuman performance in many challenging games. Starting from random play and given
no domain knowledge except the game rules, AlphaZero convincingly defeated a world
champion program in the games of chess and shogi (Japanese chess), as well as Go.

T
he study of computer chess is as old as
computer science itself. Charles Babbage,
Alan Turing, Claude Shannon, and John
von Neumann devised hardware, algo-
rithms, and theory to analyze and play the

game of chess. Chess subsequently became a
grand challenge task for a generation of artifi-
cial intelligence researchers, culminating in high-
performance computer chess programs that play
at a superhuman level (1, 2). However, these sys-
tems are highly tuned to their domain and can-
not be generalized to other games without
substantial human effort, whereas general game-
playing systems (3, 4) remain comparatively weak.
A long-standing ambition of artificial intelli-

gence has been to create programs that can in-
stead learn for themselves from first principles
(5, 6). Recently, the AlphaGo Zero algorithm
achieved superhuman performance in the game

of Go by representing Go knowledge with the
use of deep convolutional neural networks (7, 8),
trained solely by reinforcement learning from
games of self-play (9). In this paper, we introduce
AlphaZero, a more generic version of the AlphaGo
Zero algorithm that accommodates, without
special casing, a broader class of game rules.
We apply AlphaZero to the games of chess and
shogi, as well as Go, by using the same algorithm
and network architecture for all three games.
Our results demonstrate that a general-purpose
reinforcement learning algorithm can learn,
tabula rasa—without domain-specific human
knowledge or data, as evidenced by the same
algorithm succeeding in multiple domains—
superhuman performance across multiple chal-
lenging games.
A landmark for artificial intelligence was

achieved in 1997 when Deep Blue defeated the
human world chess champion (1). Computer
chess programs continued to progress stead-
ily beyond human level in the following two
decades. These programs evaluate positions by
using handcrafted features and carefully tuned
weights, constructed by strong human players and

programmers, combined with a high-performance
alpha-beta search that expands a vast search tree
by using a large number of clever heuristics and
domain-specific adaptations. In (10) we describe
these augmentations, focusing on the 2016 Top
Chess Engine Championship (TCEC) season 9
world champion Stockfish (11); other strong chess
programs, including Deep Blue, use very similar
architectures (1, 12).
In terms of game tree complexity, shogi is a

substantially harder game than chess (13, 14): It
is played on a larger boardwith awider variety of
pieces; any captured opponent piece switches
sides and may subsequently be dropped anywhere
on the board. The strongest shogi programs, such
as the 2017 Computer Shogi Association (CSA)
world champion Elmo, have only recently de-
feated human champions (15). These programs
use an algorithm similar to those used by com-
puter chess programs, again based on a highly
optimized alpha-beta search engine with many
domain-specific adaptations.
AlphaZero replaces the handcrafted knowl-

edge and domain-specific augmentations used
in traditional game-playing programs with deep
neural networks, a general-purpose reinforce-
ment learning algorithm, and a general-purpose
tree search algorithm.
Instead of a handcrafted evaluation function

and move-ordering heuristics, AlphaZero uses a
deep neural network (p, v) = fq(s) with param-
eters q. This neural network fq(s) takes the board
position s as an input and outputs a vector of
move probabilities pwith components pa = Pr(a|s)
for each action a and a scalar value v estimating
the expected outcome z of the game from posi-
tion s, v≈E½zjs�. AlphaZero learns these move
probabilities and value estimates entirely from
self-play; these are then used to guide its search
in future games.
Instead of an alpha-beta search with domain-

specific enhancements, AlphaZero uses a general-
purposeMonteCarlo tree search (MCTS) algorithm.
Each search consists of a series of simulated
games of self-play that traverse a tree from root
state sroot until a leaf state is reached. Each sim-
ulation proceeds by selecting in each state s a
move a with low visit count (not previously
frequently explored), high move probability, and
high value (averaged over the leaf states of
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Fig. 1. Training AlphaZero for 700,000 steps. Elo ratings were
computed from games between different players where each player
was given 1 s per move. (A) Performance of AlphaZero in chess
compared with the 2016 TCEC world champion program Stockfish.

(B) Performance of AlphaZero in shogi compared with the 2017
CSA world champion program Elmo. (C) Performance of AlphaZero
in Go compared with AlphaGo Lee and AlphaGo Zero (20 blocks
over 3 days).
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simulations that selected a from s) according to
the current neural network fq. The search returns
a vector p representing a probability distribution
over moves, pa = Pr(a|sroot).
The parameters q of the deep neural network

in AlphaZero are trained by reinforcement learn-
ing from self-play games, starting from randomly
initialized parameters q. Each game is played by
running anMCTS from the current position sroot =
st at turn t and then selecting a move, at ~ pt,
either proportionally (for exploration) or greedily
(for exploitation) with respect to the visit counts
at the root state. At the end of the game, the ter-
minal position sT is scored according to the rules
of the game to compute the game outcome z: −1
for a loss, 0 for a draw, and +1 for a win. The
neural network parameters q are updated to
minimize the error between the predicted out-
come vt and the game outcome z and to maxi-
mize the similarity of the policy vector pt to the
search probabilities pt. Specifically, the param-
eters q are adjusted by gradient descent on a
loss function l that sums over mean-squared
error and cross-entropy losses

ðp; vÞ ¼ fqðsÞ; l ¼ ðz� vÞ2 � pΤlog pþ c‖q‖2; ð1Þ

where c is a parameter controlling the level of L2
weight regularization. The updated parameters
are used in subsequent games of self-play.
The AlphaZero algorithm described in this paper

[see (10) for the pseudocode] differs from the orig-
inal AlphaGo Zero algorithm in several respects.
AlphaGo Zero estimated and optimized the

probability of winning, exploiting the fact that
Go games have a binary win or loss outcome.
However, both chess and shogi may end in drawn
outcomes; it is believed that the optimal solution
to chess is a draw (16–18). AlphaZero instead es-
timates and optimizes the expected outcome.
The rules of Go are invariant to rotation and

reflection. This fact was exploited in AlphaGo and
AlphaGo Zero in two ways. First, training data
were augmented by generating eight symmetries
for each position. Second, during MCTS, board
positions were transformed by using a randomly
selected rotation or reflection before being eval-
uated by the neural network, so that the Monte
Carlo evaluation was averaged over different
biases. To accommodate a broader class of games,
AlphaZero does not assume symmetry; the rules
of chess and shogi are asymmetric (e.g., pawns
only move forward, and castling is different on
kingside and queenside). AlphaZero does not
augment the training data and does not trans-
form the board position during MCTS.
In AlphaGo Zero, self-play games were gen-

erated by the best player from all previous iter-
ations. After each iteration of training, the
performance of the new player was measured
against the best player; if the new player won
by a margin of 55%, then it replaced the best
player. By contrast, AlphaZero simply maintains
a single neural network that is updated contin-
ually rather than waiting for an iteration to com-
plete. Self-play games are always generated by
using the latest parameters for this neural network.

As in AlphaGo Zero, the board state is encoded
by spatial planes based only on the basic rules for
each game. The actions are encoded by either
spatial planes or a flat vector, again based only
on the basic rules for each game (10).
AlphaGo Zero used a convolutional neural

network architecture that is particularly well-
suited to Go: The rules of the game are trans-
lationally invariant (matching the weight-sharing
structure of convolutional networks) and are de-
fined in terms of liberties corresponding to the

adjacencies between points on the board (match-
ing the local structure of convolutional networks).
By contrast, the rules of chess and shogi are
position dependent (e.g., pawns may move two
steps forward from the second rank and pro-
mote on the eighth rank) and include long-
range interactions (e.g., the queen may traverse
the board in one move). Despite these differ-
ences, AlphaZero uses the same convolutional
network architecture as AlphaGo Zero for chess,
shogi, and Go.
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Fig. 2. Comparison with specialized programs. (A) Tournament evaluation of AlphaZero in chess,
shogi, and Go in matches against, respectively, Stockfish, Elmo, and the previously published version
of AlphaGo Zero (AG0) that was trained for 3 days. In the top bar, AlphaZero plays white; in
the bottom bar, AlphaZero plays black. Each bar shows the results from AlphaZero’s perspective: win
(W; green), draw (D; gray), or loss (L; red). (B) Scalability of AlphaZero with thinking time compared with
Stockfish and Elmo. Stockfish and Elmo always receive full time (3 hours per game plus 15 s per move);
time for AlphaZero is scaled down as indicated. (C) Extra evaluations of AlphaZero in chess against
the most recent version of Stockfish at the time of writing (27) and against Stockfish with a strong
opening book (28). Extra evaluations of AlphaZero in shogi were carried out against another
strong shogi program, Aperyqhapaq (29), at full time controls and against Elmo under 2017 CSA world
championship time controls (10 min per game and 10 s per move). (D) Average result of chess matches
starting from different opening positions, either common human positions (see also Fig. 3) or the 2016
TCEC world championship opening positions (see also fig. S4), and average result of shogi matches
starting from common human positions (see also Fig. 3). CSA world championship games start
from the initial board position. Match conditions are summarized in tables S8 and S9.
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The hyperparameters of AlphaGo Zero were
tuned by Bayesian optimization. In AlphaZero,
we reuse the same hyperparameters, algorithm
settings, and network architecture for all games
without game-specific tuning. The only excep-
tions are the exploration noise and the learning
rate schedule [see (10) for further details].

We trained separate instances of AlphaZero
for chess, shogi, and Go. Training proceeded for
700,000 steps (in mini-batches of 4096 training
positions) starting from randomly initialized
parameters. During training only, 5000 first-
generation tensor processing units (TPUs) (19)
were used to generate self-play games, and

16 second-generation TPUs were used to train
the neural networks. Training lasted for approx-
imately 9 hours in chess, 12 hours in shogi, and
13 days in Go (see table S3) (20). Further details
of the training procedure are provided in (10).
Figure 1 shows the performance of AlphaZero

during self-play reinforcement learning, as a

Silver et al., Science 362, 1140–1144 (2018) 7 December 2018 3 of 5

Fig. 3. Matches starting from the most popular human openings.
AlphaZero plays against (A) Stockfish in chess and (B) Elmo in shogi.
In the left bar, AlphaZero plays white, starting from the given position;
in the right bar, AlphaZero plays black. Each bar shows the results from

AlphaZero’s perspective: win (green), draw (gray), or loss (red).
The percentage frequency of self-play training games in which this
opening was selected by AlphaZero is plotted against the duration
of training, in hours.
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function of training steps, on an Elo (21) scale
(22). In chess, AlphaZero first outperformed
Stockfish after just 4 hours (300,000 steps); in
shogi, AlphaZero first outperformed Elmo after
2 hours (110,000 steps); and inGo, AlphaZero first
outperformed AlphaGo Lee (9) after 30 hours
(74,000 steps). The training algorithm achieved
similar performance in all independent runs (see
fig. S3), suggesting that the high performance of
AlphaZero’s training algorithm is repeatable.
We evaluated the fully trained instances of

AlphaZero against Stockfish, Elmo, and the pre-
vious version of AlphaGo Zero in chess, shogi,
and Go, respectively. Each program was run on
the hardware for which it was designed (23):
Stockfish and Elmo used 44 central processing
unit (CPU) cores (as in the TCEC world cham-
pionship), whereas AlphaZero and AlphaGo Zero
used a single machine with four first-generation
TPUs and 44 CPU cores (24). The chess match
was played against the 2016 TCEC (season 9)
world champion Stockfish [see (10) for details].
The shogi match was played against the 2017
CSA world champion version of Elmo (10). The
Go match was played against the previously pub-
lished version of AlphaGo Zero [also trained for
700,000 steps (25)]. All matches were played by
using time controls of 3 hours per game, plus an
additional 15 s for each move.
In Go, AlphaZero defeated AlphaGo Zero

(9), winning 61% of games. This demonstrates
that a general approach can recover the per-
formance of an algorithm that exploited board
symmetries to generate eight times as much
data (see fig. S1).
In chess, AlphaZero defeated Stockfish, win-

ning 155 games and losing 6 games out of 1000
(Fig. 2). To verify the robustness of AlphaZero,
we played additional matches that started from
common human openings (Fig. 3). AlphaZero
defeated Stockfish in each opening, suggesting
that AlphaZero has mastered a wide spectrum
of chess play. The frequency plots in Fig. 3 and
the time line in fig. S2 show that common human
openings were independently discovered and
played frequently by AlphaZero during self-play
training. We also played a match that started
from the set of opening positions used in the
2016 TCECworld championship; AlphaZero won
convincingly in this match, too (26) (fig. S4). We
played additional matches against themost recent
development version of Stockfish (27) and a var-
iant of Stockfish that uses a strong opening book
(28). AlphaZero won all matches by a large mar-
gin (Fig. 2).
Table S6 shows 20 chess games played by

AlphaZero in its matches against Stockfish.
In several games, AlphaZero sacrificed pieces for
long-term strategic advantage, suggesting that it
has a more fluid, context-dependent positional
evaluation than the rule-based evaluations used
by previous chess programs.
In shogi, AlphaZero defeated Elmo, winning

98.2% of games when playing black and 91.2%
overall. We also played a match under the faster
time controls used in the 2017 CSA world cham-
pionship andagainst another state-of-the-art shogi

program (29); AlphaZero again won bothmatches
by a wide margin (Fig. 2).
Table S7 shows 10 shogi games played by

AlphaZero in its matches against Elmo. The fre-
quency plots in Fig. 3 and the time line in fig. S2
show that AlphaZero frequently plays one of the
two most common human openings but rarely
plays the second, deviating on the very first move.
AlphaZero searches just 60,000 positions

per second in chess and shogi, compared with
60 million for Stockfish and 25 million for Elmo
(table S4). AlphaZero may compensate for the

lower number of evaluations by using its deep
neural network to focus much more selectively
on themost promising variations (Fig. 4 provides
an example from the match against Stockfish)—
arguably a more humanlike approach to search-
ing, as originally proposed by Shannon (30).
AlphaZero also defeated Stockfish when giv-
en 1

10= as much thinking time as its opponent
(i.e., searching ∼1=10;000 as many positions) and
won 46% of games against Elmo when given
1

100= as much time (i.e., searching ∼1=40;000 as
many positions) (Fig. 2). The high performance

Silver et al., Science 362, 1140–1144 (2018) 7 December 2018 4 of 5

Fig. 4. AlphaZero’s search procedure.The search is illustrated for a position (inset) from game 1
(table S6) between AlphaZero (white) and Stockfish (black) after 29. ... Qf8. The internal state of
AlphaZero’s MCTS is summarized after 102, ..., 106 simulations. Each summary shows the 10 most
visited states. The estimated value is shown in each state, from white’s perspective, scaled to the
range [0, 100]. The visit count of each state, relative to the root state of that tree, is proportional to
the thickness of the border circle. AlphaZero considers 30. c6 but eventually plays 30. d5.
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of AlphaZero with the use of MCTS calls into
question the widely held belief (31, 32) that
alpha-beta search is inherently superior in these
domains.
The game of chess represented the pinnacle

of artificial intelligence research over several
decades. State-of-the-art programs are based on
powerful engines that search many millions of
positions, leveraging handcrafted domain ex-
pertise and sophisticated domain adaptations.
AlphaZero is a generic reinforcement learning
and search algorithm—originally devised for the
game of Go—that achieved superior results with-
in a few hours, searching 1

1000= as many posi-
tions, given no domain knowledge except the
rules of chess. Furthermore, the same algorithm
was applied without modification to the more
challenging game of shogi, again outperforming
state-of-the-art programs within a few hours.
These results bring us a step closer to fulfilling a
longstanding ambition of artificial intelligence
(3): a general game-playing system that can learn
to master any game.
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BATTERIES

Room-temperature cycling of metal
fluoride electrodes: Liquid electrolytes
for high-energy fluoride ion cells
Victoria K. Davis1*, Christopher M. Bates2†, Kaoru Omichi3‡, Brett M. Savoie2§,
Nebojša Momčilović2¶, Qingmin Xu3, William J. Wolf2, Michael A. Webb2,
Keith J. Billings1, Nam Hawn Chou3, Selim Alayoglu4, Ryan K. McKenney3,
Isabelle M. Darolles2#, Nanditha G. Nair2, Adrian Hightower2, Daniel Rosenberg4,
Musahid Ahmed4, Christopher J. Brooks3, Thomas F. Miller III2,
Robert H. Grubbs2, Simon C. Jones1**

Fluoride ion batteries are potential “next-generation” electrochemical storage devices that
offer high energy density. At present, such batteries are limited to operation at high
temperatures because suitable fluoride ion–conducting electrolytes are known only in the
solid state. We report a liquid fluoride ion–conducting electrolyte with high ionic
conductivity, wide operating voltage, and robust chemical stability based on dry
tetraalkylammonium fluoride salts in ether solvents. Pairing this liquid electrolyte with a
copper–lanthanum trifluoride (Cu@LaF3) core-shell cathode, we demonstrate reversible
fluorination and defluorination reactions in a fluoride ion electrochemical cell cycled at
room temperature. Fluoride ion–mediated electrochemistry offers a pathway toward
developing capacities beyond that of lithium ion technology.

T
he search for batteries that offer the high
energy density necessary to meet emerg-
ing energy storage needs is increasingly
focused on alternatives to lithium ion elec-
trochemistry (1). Energy density is dictated

by the number of electrons transferred in the re-
action (n), the cell voltage or potential difference
between cathode and anode (Eo

cell ¼ Eo
c � Eo

a ),
Faraday’s constant (F ), and the cell volume (SMi):

Energy density ¼nFEo
cell

SMi
ð1Þ

Exploitation of multi-electron redox processes
(n > 1) is an attractive route to achieve im-
proved energy density. Next-generation lith-
ium electrochemical systems, such as lithium-air
and lithium-sulfur (Li/S), offer high theoretical
energies due to multi-electron reactions at the
cathode, but they use lithiummetal anodes that
have poor cycle life and raise safety concerns
(2, 3). Magnesium anode cells can afford two-
electron transfer per Mg2+ ion, but they are
limited at their cathodes by the poor mobility
and the large structural reorganization imposed
by this cation with high charge density in a solid
lattice (4).
Alternatively, multi-electron electrochemis-

tries can use anionic species as the charge
carrier. With mono-anionic charge carriers,
reversible multi-electron reactions may be
facilitated by moving several singly charged
anions per reaction step, rather than one
highly polarizing, multiply charged cation.
In general, anions have a lower charge den-
sity and a lesser degree of solvation than cat-
ions of the same absolute charge, and therefore
display greater mobilities. High-power devices
that use anion-mediated multi-electron redox
reactions in aqueous alkaline solution are well

established—for example, nickel-cadmium and
nickel-zinc batteries, although their energy
density is limited (<300 Wh/liter) (5). For higher-
energy devices, nonaqueous electrolytes are
required to operate reversibly at potentials
beyond that of the thermodynamic voltage
window of water (1.23 V at 298 K).
In this context, fluoride ion batteries (FIBs)

are of considerable interest (6). In contrast to the
intercalation/deintercalation mechanisms that
operate for most lithium ion batteries, FIBs func-
tion by conversion processes. FIB conversion re-
actions occur, for example (upon discharge), when
a high-valent metal fluoride cathode (MFn, Eq. 2)
becomes reduced to the metal concomitant with
the oxidation of a low-potential metal anode
(M′, Eq. 3) to a metal fluoride:

Cathode:

MFn þ ne�→Mþ nF� at potential Eo
c ð2Þ

Anode:

M′þ nF�→M′Fn þ ne� at potential Eo
a ð3Þ

Multivalent fluoride conversion reactions have
high thermodynamic reaction potentials (>3 V)
and volumetric capacities (>1000 Ah/liter). Hence,
batteries based on these materials offer theo-
retical energy densities up to 5000Wh/liter (7),
≥8 times the theoretical values for current lithium
ion technologies. Rechargeable FIB devices were
reported in 2011 (8), following principles estab-
lished for primary galvanic cells in the 1970s
(6). FIBs can only operate at high temperatures
(≥150°C) because they use solid-state fluoride
electrolytes with very limited ionic conductiv-
ity at room temperature (10–6 S/cm) (6, 8). A few
electrochemical cells have been reported that

exhibit fluoride-mediated conversion reactions
in a liquid electrolyte (9–12); however, these cells
either contain bifluoride ions (HF2

–) with a very
small electrolyte voltage window (~0.7 V) (11) or
operate through irreversible F– complexation to
the metal charge carrier (12). Hence, electrolyte
limitations present a serious challenge for design-
ing FIBs at room temperature.
Metal fluoride electrolyte salts are universally

insoluble in organics at concentrations exceed-
ing 0.05M (13). Organic fluoride electrolyte salts,
like those with tetraalkylammonium (R4N

+) cat-
ions (14), could have improved solubility; how-
ever, these are nontrivial to synthesize in truly
anhydrous form because decomposition of F– to
HF2

– occurs readily through elimination pro-
cesses at elevated temperatures (15–17). Commer-
cial anhydrous tetramethylammonium fluoride
(TMAF) is of limited solubility in organics. We
therefore selected neopentyl-substituted (Np, or
2,2-dimethylpropyl-) alkylammonium salts,
as the Np chain is both branched (to improve
solubility) and lacks b-hydrogens (to inhibit
decomposition upon drying). Both dry N,N,N-
trimethyl-N-neopentylammonium fluoride (Np1F)
and N,N,N-dimethyl-N,N-dineopentylammonium
fluoride (Np2F) were synthesized in batches
as large as 100 g using anHF-titration procedure
(18–20) and demonstrated greatly improved solu-
bility relative to TMAF (Fig. 1A).
Initial screening of these NpF salts revealed

three broad classes of organic solvents: (i) NpF
insoluble; (ii) NpF soluble (at appreciable elec-
trolyte concentrations, >0.5 M) but F – reac-
tive; or (iii) NpF soluble, F – stable (but at very
limited concentrations). Certain ionic liquids,
such as 1-methyl-1-propylpyrrolidinium bis
(trifluorosulfonyl)imide (MPPy-TFSI), were found
in the third class (fig. S1); however, the associated
expense and high viscosity of ionic liquids, and
additional complications for battery operation
that might arise from the presence of other
anions (e.g., TFSI) in the mixture, kept our focus
on simple organic solvents. Inspired by studies of
Li/S battery systems, we turned to partially fluori-
nated ethers (21). Bis(2,2,2-trifluoroethyl) ether
(BTFE) is the only organic solvent we found to
dissolve NpF at substantially high concentrations
(>2.2 M) while not reacting with F– (Fig. 1B and
fig. S2). Long-term 19F nuclear magnetic reso-
nance (NMR) monitoring confirmed that the
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solution is stable at room temperature for more
than 3000 hours (fig. S3) (20). This contrasts
with, for example, the stability of F– in dichloro-
methane, which shows complete decomposition
to HF2

– within 12 hours (22).
Molecular dynamics (MD) simulations (20)

were used to characterize the solvation free
energies of F–, TMA+, Np1

+, and Np2
+ in BTFE,

bis(perfluoroethyl) ether (BPFE), and bis(2-
methoxyethyl) ether (diglyme) solvents (Fig. 1C).

The F– solvation free energy was much less fa-
vorable in BPFE (DGS,F = –8 kcal/mol) than in
diglyme (DGS,F = –59 kcal/mol) and BTFE (DGS,F =
–63 kcal/mol), which suggests that the a-CH2

feature plays an important role in dissolving F–.
The solvation free energies for each R4N

+ are
similar, indicating that the introduction of bulkier
alkyl substituents onto the cation should favor-
ably reduce the salt lattice energy with little ef-
fect on the cation solubility.

Analysis of the radial distribution function
for solvated F – (for which the largest probabil-
ity of F– interaction occurs about 2 Å from the
H atom of the a-CH2 moiety in BTFE) (Fig. 1D),
in concert with quantum chemical calculations to
characterize the partial charge distribution in
BTFE and diglyme (fig. S4), presents a consistent
physical picture of F– solvation. MD simulations
reveal the innermost coordination shell of F–

in liquid BTFE (Fig. 1E); on average, at least one
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Fig. 1. Physical and electrochemical properties of nonaqueous,
fluoride ion–conducting liquid electrolytes (25°C). (A) Influence of
tetraalkylammonium cation structure on fluoride salt solubility in
3-fluorobenzonitrile. Solubility (mol/liter) represents the approximate
salt saturation concentration. (B) Np1F solubility in BTFE, acetonitrile
(ACN), 3-methoxypropionitrile (MeOPN), and propionitrile (PN). Inset
shows 19F NMR spectra in the bifluoride region for Np1F dissolved in
each solvent. Reactivity of F– with solvent protons results in HF2

–

formation (doublet, –146.6 ppm); F– reacts with CD3CN NMR solvent
to produce DF2

– in all cases (triplet, –147.0 ppm). (C to E) Molecular
dynamics simulations for ions in BPFE, BTFE, and diglyme. (C)
Comparison of ion solvation free energies. Data are means ± SD.
(D) Comparison of F– radial distribution functions calculated with

respect to the H (or F) atoms bonded to the a-CX2 moiety of the
solvent. (E) Simulated solvation shell of BTFE molecules surrounding
F– (pink sphere). (F) Ionic conductivity of Np1F (black) or Np2F (red) in
liquid BTFE electrolyte solutions as a function of concentration.
(G) F– transport numbers (t–) from PFG-SE 1H and 19F NMR
experiments, and ionic conductivity values (sAC) from AC impedance
measurements, for 0.75 M Np1F in BTFE and 0.75 M Np2F in BTFE.
(H) Stokes radii (Rion) for electrolyte ions in 0.75 M Np1F/BTFE (blue) or
0.75 M Np2F/BTFE (red). The degree of ion dissociation (a) is also
shown (SD = ±0.003) (20). (I) Linear sweep voltammograms for
0.75 M Np1F in BTFE, BTFE:DME (3:2 v/v), and BTFE:TEGDME (3:2 v/v)
collected using a scan rate of 1 mV/s. DME, 1,2-dimethoxyethane;
TEGDME, bis[2-(2-methoxyethoxy)ethyl] ether.
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BTFE molecule has both a-CH2 groups oriented
toward the anion. Overall, F– solvation is facil-
itated by interactions of F– with partial positive
charges on the a-CH2 moiety that are enhanced
by adjacent electron-withdrawing groups (as such,
these are greatest for BTFE). Thus, ethereal me-
dia possessing these structural features, such as
BTFE and to a lesser extent diglyme, may be con-
sidered as useful solvents for room-temperature
fluoride ion electrolytes.
Baseline measurements of NpF/BTFE electro-

lytes indicate ionic conductivities (Fig. 1F) that
are comparable to those of lithium ion battery
electrolytes (10–3 to 10–2 S/cm) (23). To fully char-
acterize the electrolyte solution properties, we
carried out pulsed-field gradient spin-echo (PFG-
SE) 1H and 19F NMR and AC impedance mea-
surements for these electrolyte formulations
(tables S1 and S2). High F– transport numbers
(t– > 0.5) support the assignment of F– as the
major contributor to the ionic conductivity and
charge mobility in BTFE solutions (Fig. 1G). The
degree of ion dissociation (a) for the Np1F/BTFE
and Np2F/BTFE electrolytes was estimated from
NMR and impedance data to be a = 0.087 and
0.108, respectively, suggesting a considerable de-
gree of ion pairing in solution (20). Stokes radii
of the ions (Rion) at room temperature reveal
that three BTFE molecules diffuse together with
Np2

+, whereas only two BTFE molecules dif-
fuse together with Np1

+ (Fig. 1H). The increased
degree of ion separation and the greater sol-
vation of the Np2

+ cation are likely contributing
factors for improved conductivity in Np2F/BTFE
electrolytes.

Linear sweep voltammetry (LSV) of 0.75 M
Np1F/BTFE reveals a cathodic voltage limit of
+0.7 V versus Li+/Li and an anodic voltage limit
of +4.8 V versus Li+/Li, for an overall electrolyte
voltage window of 4.1 V (Fig. 1I and fig. S5).
Cathodic stability can be extended up to 400 mV
by blending BTFE with a range of straight-chain
glycol ethers, motivated by the MD simulations.
These wide voltage windows offer the potential
to support interfacial redox chemistry for a var-
iety of metal cathode materials in FIB cells. For
example, metals such as bismuth [Eo

c (Bi
3+/Bi) =

+3.4 V versus Li+/Li], lead [Eo
c (Pb

2+/Pb) = +2.9 V
versus Li+/Li], and copper [Eo

c (Cu
2+/Cu) = +3.4 V

versus Li+/Li] should be fully compatible as
cathode materials with this liquid electrolyte.
These metals have previously demonstrated flu-
oride conversion reactions with limited cycling
in high-temperature FIBs (6, 8, 24). We achieved
electrochemical cycling of Bi, Pb, and Cu elec-
trodes in a three-electrode cell at room tem-
perature using our liquid electrolytes (Fig. 2A),
whereby up to 10 cycles were carried out (Fig. 2,
B to E, and fig. S6). In all cases, however, con-
siderable metal dissolution into the electrolyte
was found (20). Similar studies of cerium anodes
[Eo

a (Ce
3+/Ce) = +0.7 V versus Li+/Li] and cal-

cium anodes [Eo
a(Ca

2+/Ca) = +0.2 V versus Li+/Li]
indicated that electrolyte breakdown was con-
siderable (fig. S7), consistent with their poten-
tials at the edge of the electrolyte cathodic
window. However, performance was improved
by modification of the metal with a fluorinated
solid-electrolyte interphase (SEI) layer (25). Pre-
treatment of Ca or Ce electrodes with 1H,1H,2H,2H--

perfluorooctyltriethoxysilane (FOTS) additive
(fig. S8) (20) allowed for the desired forma-
tion of a CFn-containing SEI layer on the metal
surface, whereby reversibility of the Ce-to-CeF3
conversion reaction was improved (Fig. 2,
F and G).
To mitigate challenges associated with cath-

ode metal dissolution, we designed composite
cathode materials featuring a core-shell nano-
structure with an inert thin shell around the
active material (essentially an artificial SEI) (26).
This would serve to (i) protect this active core
from dissolution, (ii) protect the electrolyte from
decomposition, (iii) restrict volume expansion
and maintain structural integrity of the core,
and (iv) selectively percolate electrolyte ions
into the core. We selected Cu and LaF3 for the
core and shell, respectively, because of the high
theoretical specific capacity of CuF2 [528 mAh/g
(27)] and the inert nature and highly selective
F– conductivity of LaF3 (6), which we assumed
would lead to facile F – diffusion between the
liquid electrolyte and the Cu core. Figure 3A
shows transmission electron microscopy (TEM)
images of pristine Cu@LaF3 core-shell nano-
particles isolated after synthesis. These spherical
nanoparticles are composed of a core 50 nm in
diameter and a shell 5 nm thick (Fig. 3A, inset).
Energy-dispersive x-ray spectroscopy (EDS) con-
firmed the elemental composition and stoi-
chiometry of the core and shell regions of the
material (Fig. 3B and fig. S9).
Electrodes fabricated with these Cu@LaF3

nanoparticles were cycled reversibly at room
temperature in a three-electrode cell for seven
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Fig. 2. Room-temperature performance of metal electrode
materials reversibly cycled in nonaqueous, fluoride ion–conducting
liquid electrolytes. (A) Schematic of external electron flow,
electrolyte ion shuttling, and redox reactions occurring at FIB electrodes
during charge or discharge cycles. (B and C) Data collected for Bi.
(D and E) Data collected for Pb. (F and G) Data collected for Ce with
an SEI layer formed from FOTS additive. Voltage profiles of Bi (B),
Pb (D), and Ce (F) electrodes were collected during electrochemical

cycling in a three-electrode cell (20). Ionic liquid (IL) = 0.1 M TMAF in
MPPy-TFSI; BTFE = 0.1 M Np1F in BTFE. Inset in (F) shows expanded
view of charge cycle. Ce was cycled in 0.75 M Np1F/BTFE. pXRD
patterns were obtained for Bi (C), Pb (E), and Ce (G) electrodes in
pristine condition (black), after first charge or fluorination (red), and
after final discharge shown or defluorination (blue). Asterisks indicate
new peaks corresponding to BiF3, b-PbF2, or CeF3 due to metal
fluorination after charge.
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cycles (Fig. 3C). Reversible conversion of Cu to
CuF2 is evidenced by powder x-ray diffraction
(pXRD) (Fig. 3D), which suggests that the LaF3
shell permits passage of F– to enable CuF2 for-
mation as intended. The desired protective na-
ture of this shell is also clear, as inductively
coupled plasma mass spectrometry of the elec-
trolyte solution after cycling found no evidence
for Cu or La dissolution within the limits of
instrument detection (<10 mg), unlike for the
uncoated Cu electrodes discussed above. A con-
trol experiment using these Cu@LaF3 particles
in electrolyte containing no F – confirmed that
the LaF3 shell does not act as the F– source for
the formation of CuF2; rather, the conversion of
Cu to CuF2 does indeed occur via F– diffusion
from the liquid electrolyte to the nanoparticle
core and vice versa (fig. S10).
Detailed analysis of the fluorinated Cu@LaF3

nanoparticles (i.e., after charging) was carried
out using electron energy-loss spectroscopy (EELS)
by scanning TEM (Fig. 3, E to G) (20). In con-
trast to the pristine Cu@LaF3 nanoparticles, the
nanoparticle structure after the first charge

resembles a yolk-shell structure, where distinct
void spaces (or interface) can be seen between
the shell and the core (Fig. 3E and fig. S11).
Representative EELS spectra show discrete F K,
La M5,4, and Cu L3,2 edges for three regions at
different depths within the fluorinated nano-
particle (Fig. 3F). Averaged elemental composi-
tions show Cu-only cores, Cu- and F-containing
interfaces, and La- and F-containing shells (Fig.
3G). In a limited number (2/13) of spectra taken
from the interface region, quantitative analysis
revealed a >2:1 ratio of F to Cu, indicating that
more F– is available in the interface region than
Cu is available to react with it. These results sug-
gest that F– diffusion into the core (rather than
through the shell) is a limiting factor, and if so,
the limited total electrode capacity observedmay
be due to this bottleneck.
This hypothesis was confirmed through studies

of thin-film structures of similar core-shell com-
position (20). Cyclic voltammetry of the thin film
(Fig. 3H) reveals behavior similar to that of the
nanoparticle material, with distinct peaks for
the Cu-to-CuF2 conversion process evident (oxi-

dation at ~3.2 V, reduction at ~2.3 V); the relative
asymmetry of the anodic peak indicates that
the CuF2 formation process is themost difficult
electrochemical process, consistent with limited
F– diffusion into the Cu core film. X-ray photo-
electron spectroscopy (XPS) depth-profile studies
of thin-film structures confirm this assessment
(Fig. 3I), indicating that F– penetrates through
the entire shell but through only ~4.9 nm of the
Cu core, for a total F– diffusion length of ~8.4 nm.
On the basis of this observed diffusion length,
Cu@LaF3 nanoparticles with a shell thickness of
2 nm and a core diameter of 12 nm might allow
for complete conversion of the Cu core to CuF2
upon first charge, and much higher practical
use of the material upon cycling.
Using a simple yet robust liquid electrolyte

with high fluoride ion conductivity and wide volt-
age window, we have demonstrated reversible
electrochemical cycling ofmetal fluoride electrodes
at room temperature whereby F–, not the metal
cation, is the active ion shuttle. These results point
toward FIBs that operate at room temperature. In
particular, optimization of a Cu@LaF3 core-shell
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Fig. 3. Characterization of Cu@LaF3 core-shell cathode materials and their electrochemical
cycling at room temperature. (A) TEM image of pristine core-shell nanoparticles. Inset shows
a high-resolution TEM (HR-TEM) image of the thin LaF3 shell encasing the thicker Cu core. (B) Image
of pristine Cu@LaF3 nanoparticles obtained via EDS showing elemental distribution map of Cu (green),
La (blue), and F (red). (C) Electrochemical charge and discharge curves for a three-electrode cell with
Cu@LaF3 cathode in 1 M Np1F/BTFE, cycled at 10 mA. (D) pXRD of Cu@LaF3 cathode material in pristine
condition, after first charge (fluorinated), and after seventh discharge (defluorinated). (E to G) EELS data
in the scanning TEM mode, with quantification results for shell, interface, and core regions of Cu@LaF3
cathode nanoparticles after first charge (fluorinated). (E) HR-TEM image of a fluorinated Cu@LaF3 nanoparticle.
(F) Representative EELS spectra showing F K, La M5,4, and Cu L3,2 edges obtained for the fluorinated sample in the shell, interface, and core
regions. Insets show the F K-edge and Cu L3,2-edge from the graph below. (G) Plot of averaged elemental percent of Cu, La, and F obtained
from 36 different EELS spectra, 12 each from shell, interface, and core regions of multiple fluorinated particles. (H) Cyclic voltammogram
of Cu-LaF3 thin-film electrode in 0.1 M TMAF/MPPy-TFSI for 10 cycles. (I) X-ray photoelectron spectroscopy (XPS) depth profiles
for Cu-LaF3 thin-film electrodes in pristine condition (dashed curves) and after charge (solid curves).
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cathode and its pairing with an electropositive
metal anode, such as Ce, offers a path toward
developing a high-energy device.
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VALLEYTRONICS

Avalley valve and electron
beam splitter
Jing Li1*, Rui-Xing Zhang1, Zhenxi Yin1, Jianxiao Zhang1, Kenji Watanabe2,
Takashi Taniguchi2, Chaoxing Liu1, Jun Zhu1,3†

Developing alternative paradigms of electronics beyond silicon technology requires
the exploration of fundamentally new physical mechanisms, such as the valley-specific
phenomena in hexagonal two-dimensional materials. We realize ballistic valley
Hall kink states in bilayer graphene and demonstrate gate-controlled current
transmission in a four-kink router device. The operations of a waveguide, a valve,
and a tunable electron beam splitter are demonstrated. The valley valve exploits the
valley-momentum locking of the kink states and reaches an on/off ratio of 8 at
zero magnetic field. A magnetic field enables a full-range tunable coherent beam
splitter. These results pave a path to building a scalable, coherent quantum
transportation network based on the kink states.

T
he advent of two-dimensional layered ma-
terials such as graphene and transition
metal dichalcogenides has inspired the
concept of devices that exploit the valley
degrees of freedom in materials with hex-

agonal symmetry (1–4). Experiments have shown
that a valley polarization can be created by cur-
rent (5–7) or optical excitation (8). However, the
realization of valleytronic devices remains chal-
lenging. In bilayer graphene, a perpendicular
electric field applied through a pair of top and
bottom gates breaks the symmetry of the two
constituent layers and opens a gap D in its band
structure (9, 10). This gap can be inverted by
switching the direction of the applied electric
field; if two electric fields of opposite sign are
applied on two neighboring regions in the sam-
ple, metallic, helical, quantum valley Hall kink
states (hereafter kink states) emerge along the
zero gap line (11). Topological in origin, the kink
states are chiral in each valley and have opposite
chiralities, that is, group velocities, in the two
valleys K and K′ (−K) (Fig. 1A). They are expected
to be immune from backscattering in the ab-
sence of valley-mixing scattering events and thus
capable of carrying current ballistically over
long distances without dissipation (11–18).
The intrinsic properties of the kink states en-

able several in situ transmission control mecha-
nisms. Figure 1A illustrates the generation of
kink states in bilayer graphene through asym-
metric gapping (11, 12). The shown chiralities
correspond to the (− +) gating configuration. A
(+ −) configuration simultaneously flips the
chirality of the kink states in both valleys. Sym-
metric gapping configurations (+ +) or (− −) do

not produce kink states and serve as controls in
our experiment (fig. S3). The existence of two
helicities produced by the (− +) and (+ −) gating
is a unique attribute of the kink states and leads
to the proposal of an all-electric valley valve
(12, 14), the operation of which relies on the
valley-momentum locking of the kink states. Dif-
ferent from a classical spin valve (19), a valley
polarization is not a requirement for the pro-
posed valley valve. Here we show the realization
of the valley valve with a transmission on/off
ratio of 8 at zero magnetic field and greater than
100 at several teslas.
Figure 1, B to E, shows schematics and optical

and scanning electron micrographs of the four-
terminal valley router device, which consists of
four pairs of split top and bottom gates and a
global Si backgate (see fig. S1 for device fab-
rication). The aligned edges of the eight gates
define the four kink channels shown in magenta
in Fig. 1C. The dual-gated region (yellow areas in
Fig. 1C) in each quadrant is gapped and placed at
the charge neutrality point (CNP) (See fig. S2 for
device characterization.) We first measure the
resistance of each kink channel Rkink separately.
As an example, Fig. 1G plots the resistance of the
east channel RE as a function of the Si backgate
voltage VSi, which controls the Fermi level EF in
the channel, at fixed magnetic fields B = 0 to 8 T.
RE exhibits a broad peak at B = 0, which evolves
into a wide plateau as B increases and saturates
at about 7.3 kilohm. This plateaued region corre-
sponds to the gapped regime of the channel,
where the kink states reside. We call this the
kink regime. Its resistance value of 7.3 kilohm is a
sum of the ballistic resistance of the kink states,
that is, h/4e2 = 6.5 kilohm, where h is the Planck
constant, and a contact resistance Rc ~ 800 ohm.
Additional plateaus outside the kink regime cor-
respond to the sequential addition of fourfold
degenerate quantum Hall edge states in the
channel (Fig. 1F). The application of a perpen-
dicular magnet field has little effect on the
energy spectrum of the kink states (11, 20) and

does not generate additional edge states inside
the bandgap [fig. S3; (21, 22)]. It, however, turns
the conduction and valence bands of the junc-
tion into Landau levels (Fig. 1F), as evidenced
by the appearance of additional resistance pla-
teaus. The devices studied here are of higher
quality than those reported in our previous work
(11), owing to the adoption of the van der Waals
transfer method (23). A side effect of this ap-
proach, however, is a large width/length ratio
of the dual-gated regions (Fig. 1D), which en-
hances parallel hopping conduction. At small
magnetic fields, the associated resistance Rpara

causes RE to be less than h/4e2 (see curves for
B = 0 and 2 T in Fig. 1G). We measure Rpara

independently using the symmetric gapping
configurations (figs. S3 and S5) and extract RE

using a two-resistor model RE ¼ ðR24�RcÞRpara

Rpara�ðR24�RcÞ ,
where R24 is the resistance from terminal 2 to
terminal 4. As B increases, hopping conduction
becomes increasingly suppressed, and Rpara

grows to hundreds of megohms. Rpara becomes
inconsequential at 4 T, which leads to the ob-
served saturation of R24 = h/4e2 + Rc in Fig. 1G.
We determine Rc by fitting a series of quantized
resistance plateaus and have observed robust
resistance quantization of the kink states at h/4e2

in different devices (fig. S4).
Similar measurements and analyses were per-

formed on other channels in the same device and
in a second device; the results are shown in Fig. 1H.
At B = 0, Rkink is about 7000 ohm for our 300-nm-
long channels, which corresponds to a transmis-
sion coefficient tkink = h/4e2/Rkink = 0.92 and an
estimated mean free path of 3.5 mm (11). This is
on par with the mean free path of the quantum
spin Hall edge states (24, 25) and affirms the
topological protection provided by the valley-
momentum locking of the kink states. Because
this protection vanishes in the armchair cryostal-
lographic orientation, we ensure that neither of
the two perpendicular directions of the channels
is aligned with either zigzag or armchair orenta-
tions in our devices. Indeed, the similar perform-
ances of channels perpendicular to one another
in our devices (Fig. 1H) support the existence of
topological protection for both channels. The
presence of a magnetic field improves the bal-
listicity of the kink states, which exhibit a quan-
tized resistance plateau at B ~ 4 T. As discussed
in our previous work (11), we suspect that the
backscattering of the kink states is caused by
one-dimensional nonchiral states bound in
the junction, as well as by charge puddles
inside the gap. The application of a magnetic
fieldmoves both types of states to higher energy,
thus reducing their interactions with the kink
states. Additionally, in the 0th Landau level of
bilayer graphene, states in K and K′ occupy dif-
ferent graphene layers (22). If kink states behave
similarly, this could contribute to reduced back-
scattering as well. A quantitative study can shed
more light on this issue.
We now demonstrate the operation of the

valley router as a reconfigurable waveguide for
the kink states. Figure 2, A to C, shows three
configurations of the waveguide, which we
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label as “through,” “right turn,” and “left turn,”
respectively. In all three, the kink states only exist
in two of the four channels, and the chirality in
each valley is preserved along the paths. Figure
2D plots the measured through resistance R13,
together with the resistance of each individual
kink channel RN (north) and RS (south) at 6 T.
All three curves overlap in the kink regime, sug-
gesting that the transmission through the in-
tersection region is ballistic. Similar ballistic
transmission is also observed in the two 90°
bends (Fig. 2E), consistent with the results
of numerical simulations (14, 26). This four-
terminal device thus serves as an in situ re-
configurable electronic waveguide of the kink
states. The ability to go around a corner is a
direct consequence of the topological nature
of the kink states.
Deviation from perfect transmission starts to

occur as themagnetic fieldB is lowered toB< 6T.
Figure 2F plots the transmission coefficient of

the intersection region ti (B) determined using
the two-resistor model shown as the inset (see
fig. S5 for details). ti increases from 0.63 at B = 0
to unity at B ~ 6 T. ti is smaller than tkink of
individual channels shown in Fig. 1H. This is
not surprising because the confining bulk gaps
in the intersection region are smaller and, con-
sequently, nonchiral states may be present at
lower energies to cause backscattering of the
kink states (11). Increasing D—our device does
not allow this owing to gate leakage—should
enable further increase of ti toward unity. We
discuss the current devices and improvements
that can enable fully ballistic guiding of the
kink states at B = 0 in section 2 of (27).
A more powerful operation of the valley router

enables it to function as a valley valve and a
coherent electron beam splitter simultaneously.
In this operation, the polarity of the electric field
changes sign between adjacent quadrants. Kink
states in opposing channels have opposite he-

licities, that is, states with the same chirality
carry opposite valley indices K and K′ and vice
versa. This situation is depicted in the middle
panel of Fig. 3A and leads to the suppression of
straight current transmission in the absence of
intervalley scattering. This valley-valve effect
occurs regardless of the presence of a magnetic
field and directly confirms the valley-momentum
locking of the kink states. The application of a
magnetic field, however, offers additional control
of the wave function of the kink states. Cal-
culations have shown that although the wave
functions of the K and K′ valley kink states
overlap at the CNP, where EF = 0, they gradually
shift in opposite directions as EF moves into the
electron or hole regime (11, 20, 28). The shifts are
illustrated in the five panels of Fig. 3A. As the
kink states shift away from the midlines of the
channels, the wave function of a state coming
from a particular channel has unequal overlap
with states of adjacent channels, thus leading

Li et al., Science 362, 1149–1152 (2018) 7 December 2018 2 of 4

E

K K'

KK'

Δ > 0
+

Δ < 0
-

EF

-40 -20 0 20 40 60
2

3

4

5

6

7

8
 

R
2-

4

VSi (V)

6T

2T

4T

0T

8T

A C

F H

1

2

3

4
Δ Δ

ΔΔ
E

k

D

R
   

(k
Ω

)
E

B

G

0 2 4 6 8

6.4

6.6

6.8

7.0

7.2

0.88

0.92

0.96

 B (T)

 R
 knik
(k

Ω
)

 

τ
ki

nk

1.00
h

4e2+
-

2 4

3 µm

100 nm

Fig. 1. A valley router device and ballistic conduction of the kink states.
(A) The potential profile and wave function distribution (magenta curve) of
the valley-momentum locked kink states in a 70-nm-wide junction (11).
Including spin and layer isospin, there are four chiral modes in each valley.
(B and C) Schematics of our quad-split-gated valley router device.The four
graphite bottom gates are shown in gray.The four top gates are yellow.
The bottom gates are set to ±3 V, with the polarity given in diagrams, unless
otherwise specified.The top gates are set to place the dual-gated regions
at the CNP.Three volts applied to the gates correspond to a bulk gap of
D ~ 86 meV [see section 2 of (27)].The blue sheet in (B) and dashed lines
in (C) represent the bilayer graphene sheet.The global Si backgate is
light green.The four gold arcs are Cr/Au side contacts.The magenta cross

in (C) represents the four kink channels. Each is 70 nm wide and 300 nm long.
The red arrows and white dashed arrow in (B) represent the valley valve
and beam splitting actions discussed in Fig. 3. (D) An optical image of device 1.
(E) A false-colored scanning electron micrograph of the central region taken
on another device. (F) A band diagram of the junction in magnetic field (11).
(G) RE (VSi) at different magnetic fields, as labeled in the graph. RE is obtained
by measuring R24, that is, the resistance from terminal 2 to terminal 4, while
doping the left quadrants heavily, as illustrated in the inset. (H) Resistance
of the kink state Rkink as a function of the magnetic field in the east (black)
and south (blue) channels of device 1 and south (red) channel of device 2.
The right axis labels the corresponding transmission coefficient tkink. T = 1.6 K
in all our measurements. Error bars indicate the uncertainties of Rkink.
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to unequal current partition. Simulations show
that the wave function separation is tunable as
a function of EF and B and can become com-
parable to or greater than the width of the wave
functions themselves at several teslas (11, 28).
Consequently, a current partition from 0 to 1 is
possible.
To test these predictions experimentally, we

source a constant current from one terminal
and measure the normalized percentage current

Ii = [(current to drain i)/(total current)] × 100%
received at the other three terminals simulta-
neously. Figure 3B plots I2, I3, and I4 at B = 8 T
using S1 labeled in Fig. 3A as the current source.
Notably, I3 remains low in the entire range of VSi

when all four channels are in the kink regime.
Similar behavior is observed in measurements
using other source terminals (fig. S7) and in
device 2 (fig. S8). The suppression of current flow
between opposing terminals provides compel-

ling evidence of the valley-valve effect, which also
confirms the valley-momentum locking of the
kink states. As Fig. 3C shows, the valley-valve
effect is already very strong at B = 0, with a small
I3 of 8% near the CNP. I3 further decreases to
less than 1% at B = 11 T, as the magnetic field
works to suppress residual intervalley scatter-
ing in the intersection region. The transmission
on/off ratio of I3 between the through config-
uration (Fig. 2A) and the blocking configuration
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Fig. 3. A valley valve and electron beam splitter.
(A) Evolution of the K and K′ kink state wave function
center as a function of EF in a moderate magnetic
field. The arrows mark the chirality of the kink states,
from the perspective of an electron. The middle panel
represents the CNP, where the K and K′ states
overlap. It also represents the B = 0 situation for all
EF. The dashed arrow illustrates the valley-valve
blocking effect. (B) Measurements of the normalized
percentage current Ii = [(current to drain i)/(total
current)] ×100% received at terminals 2 to 4 as
labeled in the graph while using terminal S1 as the
current source. B = 8 T. The current flow is opposite
of the arrows in (A). (C) I3 (VSi) at selected B fields
from 0 to 11 T, demonstrating the robustness
of the valley-valve effect. (D) The six independent
current transmission coefficients used in our model
(27), which reflects an empirical C2 rotational
symmetry of our device. (E) Measured (magenta)
and calculated (black) two-terminal resistance R13.
A contact resistance Rc = 1 kilohm is added to the
calculated curve. B = 8 T. The discrepancy between
theory and experiment may be caused by local
microscopic imperfections of the device beyond the
S-matrix model.
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Fig. 2. Transmission of the kink states in
the waveguide mode of the router.
(A to C) Illustrations of the through
(A), right turn (B), and left turn
(C) configurations of the waveguide,
respectively. (D) Two-terminal
resistance R13 (VSi) corresponding
to the resistance of the north channel
RN (blue), the south channel RS (red),
and the through configuration (black).
The overlap of all three indicates
ballistic transmission through the
intersection region in (A), that
is, ti = 1. B = 6 T. (E) R34 (orange)
and R14 (green) as a function of VSi

in the configurations shown in
(B) and (C), respectively. B = 5 T.
(F) The transmission coefficient
ti of the intersection region in
(A) as a function of the magnetic
field, with the schematic of the
two-resistor model shown in
the inset. Error bars indicate
the uncertainties of ti.
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(Fig. 3A) is about 8 at B = 0 and greater than
100 in a magnetic field. The performance of the
valley valve is similar to a recently reported
state-of-the-art all-electric spin valve (29). Unlike
a spin valve, however, here the source current
is nearly valley-unpolarized. The omission of
the valley injection step is an advantage of the
underlying topological valleytronic concept.
Instead of propagating forward, the kink state

wave functions from S1 split at the intersection
and propagate toward terminals D2 and D4.
Both I2 and I4 vary colinearly with VSi, forming
a prominent X-like feature at 8 T (Fig. 3B). The
tunable range of I2 (I4) increases with B until it
saturates close to the full range of 0 to 1 at ~5 T
(fig. S7, A and B). This current partition behavior
is reproducible using different source terminals
(fig. S7C) and in different devices (fig. S8). It is in
excellent agreement with the wave function
separation scenarios depicted in Fig. 3A and
represents an electron analog of an optical beam
splitter and a quantumpoint contact for the kink
states. Furthermore, in fig. S7D, we show the

large impact of unequal gap size on the current
partition. By adjusting the size of the gap on
the four quadrants at a fixed EF, I2 (I4) can
change by 50%. These results are promising
steps toward the implementation of a zero–
magnetic field beam splitter (28).
We developed an S-matrix model [section 8

of (27)] to describe the transmissions of the
kink states between different channels with six
independent coefficients schematically shown
in Fig. 3D. These coefficients are obtained di-
rectly from measurements shown in Fig. 3B
and in other source-drain setups (fig. S7). Using
the experimental input and the Landauer-Büttiker
formula, we have calculated the resistance
for various two-terminal and nonlocal mea-
surement geometries and compared them to
measurements. The agreement between theory
and experiment is excellent and affirms the
one-dimensional transport nature of the kink
states. As an example, Fig. 3E shows the calculated
andmeasured two-terminal resistance R13; other
scenarios are discussed in fig. S10. More funda-
mental understandings and predictions of the
transmission process would require details of the
electrostatics (28) and also possibly band-structure
effects such as trigonal wrapping (30, 31).
When the magnetic field increases to above

6 T, plateaus at ¼, ½, and ¾ start to appear in
the transmission coefficient Ti. Correspondingly,
conductance plateaus in integer and half-integer
units of e2/h appear in the measured conduct-
ance between terminals 1 and 3 G13. The quan-
tization becomes increasingly prominent and
precise as B increases, with the data of Ti and
G13 at B = 16 T given in Fig. 4, A and B. (See
fig. S11 for data up to 18 T.) Their appearance
is caused by the energy splitting of the four
kink-state modes in a strong magnetic field
(inset of Fig. 4B) (32) and, consequently, the
spatial separation of the modes in a guiding
center description. The large spatial separa-
tion between the modes leads to values of Ti
taking either 0 or 1 for each mode, with the
choice given by the position of EF with respect
to the crossing point of that mode. The average
of all four modes then produces quantized co-
efficients at multiples of ¼. This leads to con-
ductance plateaus quantized in integer and
half integer units of e2/h, as Fig. 4B shows.
In section 9 of (27), we provide a detailed
understanding of the fractional quantization of
Ti and its manifestation in transport, which
reflect the coexisting helical and chiral nature
of the kink states in a magnetic field.
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Fig. 4. Quantized transmission coefficients
in a strong magnetic field. (A and
B) Measured transmission coefficients T0,
T2, T0′, and T2′ (A) and G13 (B) as a
function of VSi at B = 16 T. The locations
of the quantized G13 are marked in the
plot; their conductance values are labeled
at the top axis in units of e2/h. Spikes
in the middle of a plateau are likely
caused by microscopic potential
irregularities. A contact resistance
of Rc = 1174 ohm is subtracted. The
inset of (B) shows a guiding center
description of the energy spectrum
of the valley kink states in strong
magnetic and electric fields.
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QUANTUM MATERIALS

Photonic crystals for nano-light
in moiré graphene superlattices

S. S. Sunku1,2, G. X. Ni1, B. Y. Jiang3, H. Yoo4, A. Sternbach1, A. S. McLeod1,
T. Stauber5, L. Xiong1, T. Taniguchi6, K. Watanabe6, P. Kim4,
M. M. Fogler3, D. N. Basov1*

Graphene is an atomically thin plasmonic medium that supports highly confined
plasmon polaritons, or nano-light, with very low loss. Electronic properties of graphene
can be drastically altered when it is laid upon another graphene layer, resulting in a
moiré superlattice. The relative twist angle between the two layers is a key tuning
parameter of the interlayer coupling in thus-obtained twisted bilayer graphene (TBG).
We studied the propagation of plasmon polaritons in TBG by infrared nano-imaging.
We discovered that the atomic reconstruction occurring at small twist angles
transforms the TBG into a natural plasmon photonic crystal for propagating nano-light.
This discovery points to a pathway for controlling nano-light by exploiting quantum
properties of graphene and other atomically layered van der Waals materials,
eliminating the need for arduous top-down nanofabrication.

W
hen light ofwavelength l0 travels through
media with periodic variations of the re-
fractive index, one witnesses an assort-
ment of optical phenomena categorized
under the notion of a photonic crystal

(1). The additional periodicity imposed on light
can trigger the formation of a full photonic
bandgap (2) and may also produce chiral one-
dimensional (1D) edge states (3) or exotic pho-
tonic dispersions emulating those of Dirac and
Weyl quasiparticles (4). In principle, the photonic
crystal concept is also applicable for controlling
the propagation of “nano-light”: coupled oscil-
lations of photons and electrons confined to the
surface of the conducting medium and referred
to as surface plasmon polaritons (SPPs) (5–7). The
wavelength of SPPs, lp, is reduced compared
with l0 by up to three orders of magnitude (8).
However, this virtuous confinement poses chal-
lenges for the implementation of the nano-light
photonic crystals by standard top-down techniques
(9, 10). In this study,wedemonstrate a lithography-
free photonic crystal for plasmons in twisted bi-
layer graphene (TBG). Periodic variations in the
optical response of these van der Waals hetero-
structures arise naturally because of modifica-
tion of the electronic structures at moiré domain
walls (solitons) formed in rotationally misaligned
graphene layers (Fig. 1B). The most important
feature of the modified electron dispersion is

the appearance of chiral 1D states (one pair per
valley) (Fig. 1C), which are known to be topolog-
ically protected (11). The optical transitions in-
volving these 1D states (arrow in Fig. 1C) produce
an enhancement of the local optical conductivity
across the solitons (11). A characteristic profile of
the attendant near-field signal is displayed in
Fig. 1D and will be discussed below. By using in-
frared (IR) nano-imaging experiments (Fig. 1A),
we visualize the interference between SPPs prop-
agating in solitonic networks and predict the
formation of a full plasmonic bandgap.
Graphene has emerged as an extremely ca-

pable plasmonic medium in view of ultrastrong
confinement, quantified by l0/lp ≥ 1000 (8),
attained in the regime of weak loss (12, 13). The
plasmonic properties of graphene can be readily
controlled by the carrier density (6, 7), the di-
electric environment (12, 14), and ultrafast op-
tical pulses (15). In this study, we have explored
and exploited yet another control route based on
the twist angle q between neighboring graphene
layers (14, 16–20). In TBG, the local stacking order
changes smoothly across the narrow solitons
separating AB from BA domains (21), as revealed
(Fig. 1B) by dark-field transmission electron mi-
croscopy (TEM). Previous nano-IR experiments
on isolated solitons in Bernal-stacked bilayer
graphene (BLG) have shown that SPPs in BLG
are scattered by the solitons (11, 22), analogous
to the scattering of SPPs by grain boundaries in
monolayer graphene (23). Therefore, a regular
pattern of such solitons (Fig. 1B) is expected to act
as a periodic array of scatterers, thus fulfilling
the key precondition for a nano-light photonic
crystal. Unlike all previous implementations of
photonic crystals (24, 25), our approach exploits
local changes in the electronic band structure of
the plasmonic medium, a quantum effect, to con-
trol optical phenomena. We explored this novel

and fundamentally quantum approach for ma-
nipulating plasmons via direct nano-imaging
experiments, modeling, and theory.
IR nano-imaging (Fig. 1A) is central to unveil-

ing the physics of a quantum photonic crystal
for plasmons. In our experiments, IR light at
frequency w = 1/l0 is focused on the apex of a
metallic tip. The amplitude of the backscattered
signal s(w) and its phase fðwÞ are recorded by
using an interferometric detection method (26).
When w is close to the optical phonon of the SiO2

substrate, as in Fig. 1B, IR nano-imaging effective-
ly reveals local variations of the optical conductiv-
ity (26, 27). In Fig. 1B, we observed a sixfold pattern
of bright line-like features with even stronger
contrast at the intersections. A dark-field TEM
image of a similar TBG sample also reveals the
same sixfold symmetry with features matching
the nano-IR data. The periods of both patterns are
consistent with the moiré length scales anticipated
for a nominal twist angle of ~ 0.1°. An accurate
estimate of the periodicity a for our device can
be directly read off the near-field image: Given
the observed a = 230 nm, we obtain a twist angle
of q = 0.06° (26). We therefore conclude that the
near-field image constitutes a direct visualization
of the solitonic lattice.
The nano-IR contrast at the solitons is the re-

sult of topological changes to the electronic struc-
ture. When inversion symmetry is broken by an
application of a perpendicular displacement field
using the back gate, the Bernal-stacked AB and
BA domains open a bandgap (28) and the valley
Chern number at K and K′ valleys is ±1 (29). As
the stacking order reverses across the soliton, the
Chern numbers also change sign. The difference
in Chern number leads to topologically protected
1D states along the soliton (30, 31). The key im-
plication of this band structure effect (11) is that
optical transitions from the topologically pro-
tected states to empty states above the Fermi
level prompt an enhanced conductivity at the
soliton (Fig. 1C). Consistent with this view, re-
sistivity experiments signal ballistic electron
transport along the solitonic channels (17, 32).
Our qualitative understanding of the near-field

contrast is corroborated by modeling. The near-
field amplitude and phase profiles ssol(x) and
fsolðxÞ, where x is the coordinate normal to the
soliton, depend on the Fermi energy m, the inter-
layer bias Vi, and the plasmonic damping rate h
[section S4 of (26)]. These latter profiles ob-
tained for isolated solitons (11, 22) were fully
elucidated by combining electronic structure
calculations, scattering theory, and numerical
modeling of the tip-sample coupling (11, 33).
Figure 1D shows ssol(x) calculated by using pa-
rameters that most closely correspond to the
experiment in Fig. 1B.
We now discuss the effect of periodic soliton

networks in TBG on propagating plasmon polar-
itons. In our experiments, SPPs of wavelength lp
of the order of the soliton periodicity a are
introduced by the metallic tip (Fig. 1A) (12, 15).
To launch propagating polaritons, we choose w
to be away from phonon resonances. In this
regime, the scattering of SPPs by the solitons
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produces fringes in both s(w) (6, 7) and fðwÞ
(34) corresponding to standing waves. 2Dmaps
of both observables are displayed in Fig. 2. We
obtained these images in different regimes of lp/
a by tuning the gate voltage VG and/or l0. All
images are dominated by maxima and minima

in the nano-IR contrast, indicating the presence
of constructive and destructive interference of
SPPs triggered by the solitonic lattice.
The Fourier analysis of the s(w) images shown

in Fig. 3, A and B, supports our conjecture of a
photonic crystal.We denote themagnitude of the

2D spatial Fourier transform of the s(w) image as
~sðqÞ . Figure 3A shows ~sðqÞ extracted from the
spatially varying conductivity image displayed
in Fig. 1B and is seen to have sixfold rotational
symmetry. This symmetry is preserved in the
~sðqÞ images obtained by transforming data in
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maxmin

Experiment
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Fig. 2. Plasmon interference patterns and superposition model
analysis. (A and C) Nano-IR images obtained for lp = 135 nm and
282 nm. (B and D) Near-field amplitude and phase images calculated
using the superposition model (introduced in the text). The model

parameters used to obtain the images are (B) m = 0.23 eV, Vi = 0.3 V,
and h = 0.2 and (D) m = 0.35 eV, Vi = 0.1 V, and h = 0.2. The dashed
hexagons represent the boundaries of a single unit cell, and the
magenta bars represent the SPP wavelengths.

Fig. 1. Nano-light photonic crystal formed by a network of solitons in
TBG. (A) Schematic of the IR nano-imaging experimental setup. AB,
BA, and AA label periodically occurring stacking types of graphene layers.
(B) (Left) Visualizing the nano-light photonic crystal formed by the
soliton lattice. The contrast is due to enhanced local optical conductivity at
solitons. (Right) Dark-field TEM image of a TBG sample showing contrast
between AB and BA triangular domains. The dashed hexagons represent
unit cells of the crystals. a.u., arbitrary units. (C) Electronic band

structure of a single infinitely long soliton (only the K valley is shown).
Chiral 1D states are depicted in orange. Optical transitions such as
those indicated by the arrow are responsible for the enhanced local con-
ductivity at the location of solitons. E, energy; k‖, momentum along the
soliton. (D) Experimental (solid) and calculated (dashed) near-field signal
ssol(x) across a single soliton line. Calculation parameters are frequency
w = 1180 cm−1, Fermi energy m = 0.3 eV, interlayer bias Vi = 0.2 V, and
dimensionless damping h = 0.2.
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Fig. 2 in the regime where our structures sup-
port propagating SPPs. Figure 3B shows the line
profiles taken along one of the high-symmetry
directions for all~sðqÞ images. The peaks in all the
line profiles are anchored at the same momenta
in Fourier space, indicating that the periodicity
of the polaritonic nano-IR patterns matches that
of the moiré lattice. Our nano-IR imaging and its
Fourier-transformed patterns thus give further
evidence of plasmonic interference in the soliton
crystal formed in TBG.
For a quantitative analysis of the SPP interfer-

ence, we introduce a superpositionmodel. In this
simplified model, we neglect multiple scattering
of plasmons by these domainwalls and disregard
any interaction of the domain walls at their in-
tersections. In other words, we treat the domain
walls as interpenetrating and decoupled objects.
We compute the near-field signal produced by a
single (infinitely long) soliton via microscopic
calculations of the electron band structure, op-
tical conductivity, and tip-sample coupling (11, 33).
The superposition model takes as a basic input
the profiles of the near-field amplitude ssol(x)
and phase fsolðxÞ [Fig. 1D and section S4 of (26)]
for a single soliton. It is easy to see that the 2D
soliton lattice consists of three 1D periodic
arrays rotated in-plane by 120° with respect

to one another. Consider one such array with
solitons located at equidistant positions xk. With-
in the superposition model, this array produces
the complex near-field signal equal to the sumX
k

ssolðx � xkÞeifsolðx�xkÞ . Since ssol(x) is rapidly

decreasing away from the solitons, it is sufficient
to keep only a few nearest-neighbor terms in this
summation. The signal from the remaining 1D
arrays is calculated in a similar way. The super-
position of all these signals yields the images dis-
played in Fig. 2, B and D. This procedure yields a
close correspondence between the experimental
data and the model in both amplitude and phase.
A key feature of moiré photonic crystal is its

tunability. The periodicity a of the crystal can
be continuously varied by changing the twist
angle (17), and the SPP-soliton scattering strength
can be modulated by the carrier density and
the interlayer bias (11). To illustrate the tu-
nability, we introduce the dimensionless scatter-
ing strength

t ¼ 1

a ∫
∞

�∞

dx
ssðxÞ � s0

s0 ð1Þ

that governs the interaction between the SPPs
and the solitons. Here, ss(x) is the local IR con-

ductivity along the direction perpendicular to
the soliton, and s0 is the asymptotic value of this
conductivity far away from the soliton (11, 33).
Parameter t governs the long-range behavior of
the SPP waves scattered by a soliton. The de-
tails of the short-range behavior (an example of
which is shown in Figs. 1D and 2, B and D) de-
pend, in general, on the exact profile ss(x).
However, the plasmon band structure is pre-
dominantly sensitive to the long-range pro-
cesses, so a single parameter t suffices. We now
evaluate the plasmonic band structure in mo-
mentum space for selected t values by using a
reciprocal-space method (26, 35). Figure 3C
shows the band structure for parameters that
correspond most closely to our current experi-
ment (a = 230 nm, t = 0.02); we notice that
the plasmonic gap is insignificant. However, a
larger scattering strength that is likely to be
attained in future experiments does yield a full
bandgap, arresting plasmonic propagation (Fig.
3E). We also note that a point-like source in
plain graphene launches an isotropic cylin-
drical wave (Fig. 3D, left) whose amplitude
decays asymptotically as the square root of the
distance. Although the decay is expected to be
the same for a plasmonic crystal at frequencies
within the plasmonic bands, the rotational
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Fig. 3. Properties of the graphene-based quantum photonic crystal.
(A) Fourier transform ~sðqÞ of the photonic crystal image with no
propagating SPPs (as in Fig. 1B). (B) Line profiles of ~sðqÞ taken along the
dashed line in (A) for the crystal devoid of propagating SPPs and for the
same crystal with propagating SPPs of various wavelengths lp.The curves are
vertically offset for clarity. (C) Plasmonic band structure for dimensionless
scattering strength t = 0.02, defined in the text; t = 0.02 most closely
corresponds to the experimentally studied crystal. G, K, and M are
high-symmetry points in the Brillouin zone, as indicated in the
inset. (D) Near-field signal calculated for a point source at an AA vertex.

(Left) G0, the near-field signal computed for the empty lattice (t = 0). r,
spatial coordinate. (Right) The ratio �G0:02 ¼ G0:02=G0, where G0.02 is the
signal for t = 0.02. (E) Plasmonic band structure for t = 0.2 showing
the formation of a full plasmonic gap. (F) Near-field signal ratio
�G0:2 ¼ G0:2=G0, where G0.2 is the signal for t = 0.2. The frequency in
both (D) and (F) corresponds to the plasmon momentum qp that satisfiesffiffiffiffiffiffiffiffi
qpa

p ¼ 2:23, shown by the dashed lines in (C) and (E). When this frequency
is outside (inside) the bandgap, the plasmonic patterns are delocalized
(localized) and weakly (strongly) anisotropic; compare (D) [(F)]. See
section 7 of (26) for details of these calculations.
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symmetry of the waves must reduce to com-
ply with the symmetry of the crystal. The re-
duction to sixfold symmetry for our crystal can
be revealed by dividing the signals with and
without the crystal pointwise (Fig. 3D, right).
By contrast, excitations at frequencies inside
the bandgap must be localized, showing expo-
nential decay of the amplitude away from the
source. We also predict that the localized states
are strongly anisotropic, yielding signal dis-
tributions resembling snowflakes (Fig. 3F) or
three-pointed stars [Fig. 1A and (26)]. To gen-
erate patterns of this kind, one can add point-
like plasmonic emitters, such as small gold disks
(36), to the system.
The nano-light photonic crystal devised, imple-

mented, and investigated in this work is distinct
in a number of ways. First, the local variation of
the response is rooted in topological electronic
phenomena occurring at the solitons, at vari-
ance with commonplace classical photonic crys-
tals based on locally perforated media. Second,
its key parameters (periodicity and band struc-
ture) can be continuously tuned electrostatically
and/or nanomechanically (37) and do not re-
quire challenging top-down fabrication. It would
be of interest to explore the regime close to the
charge neutrality, where the solitons are pre-
dicted to host 1D plasmon modes (11, 38). In this
regime, our structure would act as a 2D network
or possibly as a controllable circuit capable of
routing such 1D plasmons.
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Salmonella persisters undermine
host immune defenses during
antibiotic treatment
Daphne A. C. Stapels1*†, Peter W. S. Hill1*, Alexander J. Westermann2,3,
Robert A. Fisher1, Teresa L. Thurston1, Antoine-Emmanuel Saliba3,
Isabelle Blommestein1, Jörg Vogel2,3, Sophie Helaine1‡

Many bacterial infections are hard to treat and tend to relapse, possibly due to
the presence of antibiotic-tolerant persisters. In vitro, persister cells appear to
be dormant. After uptake of Salmonella species by macrophages, nongrowing
persisters also occur, but their physiological state is poorly understood. In this work,
we show that Salmonella persisters arising during macrophage infection maintain a
metabolically active state. Persisters reprogram macrophages by means of effectors
secreted by the Salmonella pathogenicity island 2 type 3 secretion system. These
effectors dampened proinflammatory innate immune responses and induced
anti-inflammatory macrophage polarization. Such reprogramming allowed nongrowing
Salmonella cells to survive for extended periods in their host. Persisters undermining
host immune defenses might confer an advantage to the pathogen during relapse
once antibiotic pressure is relieved.

D
uring growth, genetically clonal bacterial
populations contain a small fraction of
nongrowing, nondividing cells that arise
from transient, reversible, phenotype
switching. These growth-arrested cells

are usually tolerant to antibiotics and are called
antibiotic persisters (1). Previously, we showed
that a large proportion of the intracellular path-
ogen Salmonella enterica serovar Typhimurium
(Salmonella Typhimurium) adopts a nongrowing,
antibiotic-tolerant state within macrophages (2).
We also showed that the first Salmonella persister
cells that regrowupon release from their host cells
are those that maintain metabolic activity during
infection (2). Similar nongrowing but metabol-
ically active bacteria have also been observed
in macrophages infected with Mycobacterium
tuberculosis (3). By contrast, when Salmonella
andother bacterial species are grown in laboratory
culturemedia, persisters are often observed to be
inactive (i.e., dormant) (4–6).
To assess whether retention of transcriptional

and translational activity might confer an addi-
tional physiological benefit to nongrowing bacte-
ria within a host cell, we infected mouse bone
marrow–derived macrophages with wild-type
Salmonella Typhimurium cells carrying a re-
porter plasmid that allowed for tracking of
bacterial proliferation and activity (7) (figs. S1
and S2). Spontaneous regrowth of nongrowing

Salmonella cells following infection and anti-
biotic treatment arose exclusively from active
rather than inactive bacteria; the latter failed to
regrow even after days of incubation (Fig. 1A). In
addition, we artificially generated a population
of nongrowing and translation-incompetent
Salmonella cells through exposure to bacterio-
static concentrations of chloramphenicol (fig. S3)
and subsequently monitored survival of these
dormant bacteria after exposure to the bacte-
ricidal antibiotic cefotaxime. Although the in-
active Salmonella cells withstood exposure to
cefotaxime in laboratory medium, they did not
survive within macrophages cultured with anti-
biotics (Fig. 1A).
After entry into macrophages, Salmonella

Typhimurium induces expression of the Salmonella
pathogenicity island 2 (SPI-2) type 3 secretion
system (T3SS), through which it translocates
~30 effectors that inhibit host cell processes
that are detrimental to the pathogen (8, 9). We
hypothesized that as well as maintaining tran-
scriptional and translational activity, persisters
also translocate SPI-2 effectors. We used the
SPI-2 ssaG promoter fused to unstable enhanced
green fluorescent protein (eGFP) (10) to test for
SPI-2 gene expression in single cells. ssaG pro-
moter expression was observed in nongrowing
bacteria that retained transcriptional and trans-
lational activity (Fig. 1B). Furthermore, Salmonella
effector proteins were detected in the host cell
cytosol viaWestern blotting ofmacrophages con-
taining pure populations of growing or persister
cells (Fig. 1C and fig. S4).
To understand how persisters shape their host

environment, we used dual RNA sequencing
(RNA-seq) (11) on infected macrophage sub-
populations to analyze host and pathogen tran-
scriptomes simultaneously (12) (fig. S5). The

majority of dual RNA-seq reads from infected
macrophages aligned to the host genome, with
relative amounts of bacterial reads being pro-
portional to the average number of bacteria
present per cell (fig. S5D and table S1).
Principal component analysis (fig. S6A) and

clustering analysis (Fig. 2A and table S2) on the
transcriptome profiles of all macrophage pop-
ulations confirmed the expected general differ-
ences between challenged and naïvemacrophages
(Fig. 2A, clusters I and II, and fig. S6A). Among
challengedmacrophages, the greatest differences
occurred betweenmacrophages containing viable
bacteria (growingornongrowing)andmacrophages
that had killed the bacteria they had engulfed
[host killed (HK)] or bystandermacrophages. Clus-
tering analysis pinpointed two large groups of
genes (Fig. 2A, clusters III and IV) responsible for
this separation (Fig. 2B). Of these, members of
cluster III were enriched with genes involved in
classical, proinflammatory macrophage activa-
tion (i.e.,M1), andcluster IVwasenrichedwithgenes
associated with alternative, anti-inflammatory
(i.e., M2) macrophage activation. Inspection of
the dual RNA-seq data for five representative M1
activationmarkers (Nfkb2, Cd40, Il1b,Nlrp3, and
Tnf ) (fig. S6B, left panel) confirmed that their
up-regulation during infection was dampened in
macrophages containing viable bacteria. In con-
trast, fiveM2 activationmarkers (Il4ra,Arg1,Odc1,
Ppard, and Timp1) (fig. S6B, right panel) were up-
regulated in macrophages containing viable
bacteria. There was a significant overlap of these
gene clusters with our previously defined M1
gene set (P = 5.2 × 10−19, hypergeometric test)
and M2 gene set (P = 1.2 × 10−38, hyper-
geometric test) (Fig. 2C), deduced from single-
cell RNA-seq data (13). As clusters III and IV
contain considerably more genes, we consider
them more complete M1 and M2 polarization
gene sets.
Principal component analysis (fig. S6A) and

clustering analysis of bacterial genes in the dual
RNA-seq dataset (fig. S6C and table S3) showed
expected differences, such as expression of flagel-
lar genes in the inoculum. By comparison, intra-
cellular bacteria showed elevated expression of
infection-associated genes (14). Notably, the trans-
criptomes of intracellularly growing and non-
growing bacteria were similar (fig. S6, A and C),
and both expressed genes encoding the SPI-2
T3SS apparatus and its translocated effectors
(fig. S6D).
We performed interspecies expression cor-

relation analysis on the dual RNA-seq data to
reveal the host consequences of bacterial SPI-2
T3SS expression. Of the 4817 definedmurine gene
sets tested, SPI-2 T3SS gene expression showed
the strongest positive correlation with M2 anti-
inflammatory cluster IV genes and the strongest
negative correlation with M1 proinflammatory
cluster III genes (Fig. 2, D and E, and table S4). Of
the Salmonella regulons, only PhoP/Q and SPI-2
T3SS showed this (anti-)correlation pattern
with the M1 andM2 host gene sets (table S5 and
fig. S6, F and G). Because PhoP/Q is required
for SPI-2 T3SS activation (15), the data suggest
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A B

C
Fig. 1. Salmonella antibiotic persisters during macrophage infection are
metabolically active, transcribing, translating, and translocating SPI-2
T3SS effectors. (A) (Left) Regrowth on laboratory medium of sorted
inactive nongrowing (iNG), active nongrowing (aNG), or growing (G) bacteria
after 24 hours of infection under exposure to cefotaxime (cefo) or
gentamicin (genta), respectively. (Right) Survival of translationally blocked
nongrowing Salmonella subsequently exposed to bactericidal concentrations
of cefotaxime in laboratory medium (LB) or macrophages (Mf) for 24 hours.
P values are indicated (unpaired t test for aNG versus G; paired t test for
other comparisons; tests on the log-transformed data). Error bars depict
means and SD. (B) Expression of unstable eGFP controlled by a SPI-2
promoter (PssaG) in intracellular bacteria at 24 hours postuptake depends
on the growth and activity status. A representative histogram is shown on the left, and quantification of results from six independent repeats is shown on
the right. P values are indicated (paired t test); error bars depict means and SD. (C) Translocation of hemagglutinin (HA)–tagged SPI-2 T3SS effectors
detected in the bacterial pellet or host cell cytosol after lysis of bystander (Byst) Mf or Mf containing growing (G) or nongrowing (NG) Salmonella
Typhimurium or a secretion-deficient (ssaV) mutant 20 hours after uptake. *, detected effector.

Fig. 2. Dual RNA-seq impli-
cates SPI-2 in dampening
M1 and promoting M2
macrophage polarization.
(A) Clustering analysis of host
genes differentially expressed
between any two subpopula-
tions, with selected enriched
terms. Analyzed subpopula-
tions of Mf were naïve,
bystander, or contained host-
killed (HK), nongrowing (NG),
or growing (G) bacteria.
(B) Principal components
analysis of Mf transcriptomes
based on M1 (cluster III in
panel A) and M2 (cluster IV in
panel A) polarization genes.
The subsets of Mf are color
coded, and the three biological
repeats are indicated with dif-
ferent symbols. (C) Venn dia-
gram showing the overlap
between M1 (top) and M2
(bottom) polarization genes
identified in (13) and extended
M1 and M2 genes identified
here (clusters III and IV).
Numbers of genes within each
gene set are indicated.
(D) Interspecies correlation
analysis between SPI-2 appa-
ratus and effector gene
expression patterns in Salmonella and gene expression patterns of defined host gene sets in infected dual RNA-seq samples. Plot of the gene set
enrichment analysis (GSEA) score (x axis) and −log10 family-wise error rate (FWER)–adjusted P value (y axis), based on correlations between z-score–
normalized host gene expression and average z-score–normalized SPI-2 apparatus and effector expression for all 4817 tested murine gene sets.
(E) Boxplots with boxes (the median upper and lower quartiles) and whiskers (the lowest and highest values) depicting the distribution of correlations of
interesting gene sets with SPI-2 genes (FWER-adjusted P values are indicated).
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Fig. 3. Growing and nongrowing Salmonella use SPI-2 to dampen M1 and drive M2 macrophage polarization.
(A) mRNA levels of M1 genes upon infection by wild-type (WT) or ssaVmutant active nongrowing Salmonella 18 hours
after uptake (cefotaxime treated). Relative expression levels were measured via qRT-PCR and calculated by using
the cycle threshold (DDCT) method (expression levels relative to those of control DsRed RNA and bystander Mf)
[paired analysis of variance (ANOVA) with multiple testing among shown groups; adjusted P values are indicated; error
bars depict means and SD]. (B) Representative histograms of IL4RA expressed by splenic Mf from one mouse (left)
and the proportion of IL4RA-positive Mf in multiple mice (right). Subpopulations of Mf from the same mouse are
connected with a dotted line. (Paired ANOVA, multiple testing against bystander Mf; adjusted P values are indicated).
(C) Expression levels of M2 polarization genes, determined as described for (A). (D) Proportion of IL4RA-positive
infected Mf 24 hours after uptake of WT, ssaV mutant, or ssaV-complemented bacteria. Either Mf containing active
nongrowing (aNG) bacteria (cefotaxime treated; left) or Mf containing a similar amount of growing (G) bacteria for
each strain (right) were analyzed (paired ANOVA with multiple testing against corresponding bystander Mf; adjusted
P values are indicated; error bars depict means and SD). (E) Screen of SPI-2 effector mutants for accumulation of
IL4RA in Mf infected with growing bacteria 24 hours after uptake [unpaired ANOVA with multiple testing (Dunnett’s
test) against corresponding Mf infected with WT Salmonella]. Adjusted P values are indicated; error bars depict
SD. (F) IL4RA expression in bystander Mf and Mf with HK, NG, or G Salmonella continuously exposed to IFN-g 24 hours
after uptake. Populations of Mf containing WT or ssaV mutant bacteria were gated to contain similar bacterial
loads (paired ANOVA, repeated testing against bystander Mf; adjusted P values are indicated; error bars depict
means and SD). (G) Intramacrophage long-term survival of NG Salmonella after 48 hours cefotaxime treatment,
corrected for cytotoxicity (paired ANOVA with multiple testing against WT; adjusted P values are indicated; error bars
depict means and SD). (H) Intramacrophage survival of NG ssaV mutant Salmonella after 48 hours of cefotaxime
treatment, following sorting of Mf singly infected with mCherry-expressing ssaV mutant or Mf infected with a mixed
population of mCherry-expressing ssaV mutant and GFP-expressing WT bacteria (unpaired t test against single
infection; P values are indicated; error bars depict means and SD).
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that SPI-2 T3SS effectors modulate M1 and M2
polarization.
Macrophages containing active nongrowing

Salmonella displayed an intermediate expres-
sion profile between the M1 and M2 phenotypes
(Fig. 2B). Previous single-cell RNA-seq data led
us to conclude that nongrowing bacteria inhabit
M1-like cells whereas growing Salmonella asso-
ciate with M2-like macrophages (13). Reanalysis
of our previous single-cell RNA-seq data (13) with
the extended M1 andM2 gene sets showed there
was a bimodality of M1 and M2 gene expression
in macrophages containing nongrowing bacteria
(fig. S7A). By contrast, bystander macrophages
had an M1 bias, and those containing growing
bacteria had a clear M2 bias (fig. S7a). The levels
of the macrophage surface M2 marker IL4RA
(the alpha-subunit of the interleukin-4 receptor)
were significantly increased inmacrophages con-
taining nongrowing active Salmonella compared
with macrophages containing nongrowing in-
active or host-killed bacteria (fig. S7B). Therefore,
the intermediate population-level M1 and M2
expression profile of the host cell probably reflects
an underlying heterogeneity of transcriptional
and translational activity and also SPI-2 expres-
sion in nongrowing intramacrophage Salmonella
(Fig. 1) (2).
The correlation between SPI-2 effector expres-

sion and macrophage polarization could be ex-
plained by the presence of subsets ofmacrophages
prior to infection with depressed inflammatory
responses and/or increased permissiveness. Alter-
natively, this could be a direct result of activity
of SPI-2 effectors, some of which are known
to downregulate proinflammatory responses,
such as NF-kB activation (9). Consistent with
the latter, when we compared the levels of three
mRNAs for established M1 markers (Cd40, Il1b,
and Nfkb2) between macrophages containing
active nongrowing wild-type or SPI-2–null (ssaV
mutant) bacteria via reverse transcription quan-
titative polymerase chain reaction (RT-qPCR),
wild-type Salmonella was associated with down-

regulated expression of the threemarkers during
exposure to antibiotics, whereas cells infected
with the SPI-2–null mutant bacteria were not
(Fig. 3A). Therefore, active nongrowing bac-
teria use SPI-2 T3SS effectors to counteract
macrophage M1 activation (9) and are able to
do so despite sustained exposure to the pro-
inflammatory interferon gamma (IFN-g) cytokine
(fig. S8, A and B).
In addition, analysis of the dual RNA-seq data

and our previous single-cell RNA-seq data (13)
suggested that SalmonellaTyphimuriumactively
promotes macrophage M2 polarization. In a
murinemodel of long-term infection, Salmonella
Typhimurium resided in M2 macrophages (16)
rather than in proinflammatory M1 macrophages
(17–19), suggesting that the conditions within
M2 macrophages enable prolonged bacterial
survival. Consistent with this conclusion, in a
mouse model of acute systemic infection (fig.
S8C) theM2marker IL4RAwas highly expressed
by splenic macrophages isolated 3 days after
intraperitoneal Salmonella Typhimurium injec-
tion, with the majority of the growing bacteria
inside the macrophages showing high IL4RA ex-
pression (Fig. 3B). There was greater heteroge-
neity in IL4RA expressionwithin themacrophage
population containing nongrowing bacteria (Fig.
3B). Despite exposure to antibiotics, active non-
growingwild-type Salmonella cells, but not SPI-2–
nullmutant cells, showedup-regulated expression
of the two M2 markers tested in macrophages
(Fig. 3C).
Further investigation revealed that during in-

fection with a SPI-2–null strain, accumulation of
IL4RA was abrogated in all macrophages in-
fected with viable bacteria regardless of the bac-
terial growth state (Fig. 3D and fig. S8D) (20).
The M2-like polarization profile induced by
Salmonella was recapitulated best by exposure
to both IL-4 and IL-10 (fig. S9). Screening a col-
lection of all SPI-2 effectormutants revealed that
M2-like polarization is driven solely by the SteE
(also knownas SarA) effector (Fig. 3F and fig. S8F);

a recent report showed that SteE promotes secre-
tion of IL-10 from infected B cells (21). Although
an steEmutant no longer triggeredM2-like polar-
ization of host cells, the mutant still dampened
the M1 response (figs. S8, E and F, and S10),
suggesting that M1 suppression and M2 polar-
ization are independent of each other. Non-
growing intracellular Salmonella can thus express
and translocate sufficient quantities of effectors to
cause major changes in the immune status of the
infected host cell, even during exposure to anti-
biotics and IFN-g.
Finally, after 48 hours of antibiotic exposure

within macrophages, nongrowing mutant bacte-
ria lacking a functional SPI-2 apparatus showed
significantly reduced survival comparedwith their
wild-type counterparts (Fig. 3G).However, inmixed
strain infections we found that wild-type persisters
rescued survival of SPI-2–null persisters in co-
infected cells (Fig. 3H), illustrating that the
decreased survival of SPI-2–null persisters was
exclusively a consequence of a failure to manip-
ulate the intracellular host environment in which
they resided.
Collectively, our data show that after infection

of macrophages, maintenance of transcriptional
and translational activity enables nongrowing
Salmonella Typhimurium to translocate SPI-2
T3SS effectors into the host cell. Thus, unlike
bacterial persisters in laboratory medium, which
apparently become dormant (2, 4–6), intracellular
Salmonella cells maintain effector delivery but
cease to grow. This strategy enables a subpop-
ulation of intracellular bacteria to survive anti-
biotic exposure and reprogram their macrophage
host cell to promote long-term bacterial survival
(Fig. 4). Reprogramming of the host cell by
Salmonella not only suppresses M1 bactericidal
responses (9) but also increases permissiveness
of the now–M2-biased cells for the pathogen, po-
tentially by modulating host cell metabolism
(17, 22). We showed that the capacity of
Salmonella to direct macrophage M2 polar-
ization is driven by the SPI-2 T3SS effector SteE.

Stapels et al., Science 362, 1156–1160 (2018) 7 December 2018 4 of 5

Fig. 4. Persisters undermine the host innate immune response and enable long-term survival. Model of macrophage manipulation by Salmonella
persisters. Growing Salmonella bacteria translocate SPI-2 effectors that manipulate host cell polarization and create a less hostile environment.
Proliferation makes the bacteria susceptible to antibiotic killing (left). Inactive nongrowing Salmonella cannot translocate SPI-2 effectors and are killed in
the strongly antimicrobial environment (middle). Active persisters manipulate host cell polarization through translocation of SPI-2 effectors, and in turn
they retain their activity and maintain the ability to survive in the host while being antibiotic tolerant (right).
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Similarly, M. tuberculosis infections have been
accompanied by an expansion of a population
of permissive macrophages (23–27), raising the
possibility that mycobacteria and other intra-
cellular pathogens employ similar mechanisms
for modulating host cell polarization. Pathogen
manipulation of host cells is accompanied by
changes in the repertoire of secreted cytokines
(21). Rather than being dormant, nongrowing
persister cells of an intracellular bacterial path-
ogen are able to subvert host immune defenses,
even under antibiotic treatment, potentially
making the host environment more permis-
sive for recrudescent infection.
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HUMAN GENETICS

Quantifying the contribution
of recessive coding variation
to developmental disorders
Hilary C. Martin1*, Wendy D. Jones1,2, Rebecca McIntyre1,
Gabriela Sanchez-Andrade1, Mark Sanderson1, James D. Stephenson1,3,
Carla P. Jones1, Juliet Handsaker1, Giuseppe Gallone1, Michaela Bruntraeger1,
Jeremy F. McRae1, Elena Prigmore1, Patrick Short1, Mari Niemi1, Joanna Kaplanis1,
Elizabeth J. Radford1,4, Nadia Akawi5, Meena Balasubramanian6, John Dean7,
Rachel Horton8, Alice Hulbert9, Diana S. Johnson6, Katie Johnson10,
Dhavendra Kumar11, Sally Ann Lynch12, Sarju G. Mehta13, Jenny Morton14,
Michael J. Parker15, Miranda Splitt16, Peter D. Turnpenny17, Pradeep C. Vasudevan18,
Michael Wright16, Andrew Bassett1, Sebastian S. Gerety1, Caroline F. Wright19,
David R. FitzPatrick20, Helen V. Firth1,13, Matthew E. Hurles1,
Jeffrey C. Barrett1*, on behalf of the Deciphering Developmental Disorders Study

We estimated the genome-wide contribution of recessive coding variation in
6040 families from the Deciphering Developmental Disorders study. The proportion
of cases attributable to recessive coding variants was 3.6% in patients of European
ancestry, compared with 50% explained by de novo coding mutations. It was
higher (31%) in patients with Pakistani ancestry, owing to elevated autozygosity. Half of
this recessive burden is attributable to known genes. We identified two genes not
previously associated with recessive developmental disorders, KDM5B and EIF3F, and
functionally validated them with mouse and cellular models. Our results suggest that
recessive coding variants account for a small fraction of currently undiagnosed
nonconsanguineous individuals, and that the role of noncoding variants, incomplete
penetrance, and polygenic mechanisms need further exploration.

L
arge-scale sequencing studies of pheno-
typically heterogeneous rare-disease patients
can discover new disease genes (1–3) and
characterize the genetic architecture of such
disorders. In theDecipheringDevelopmental

Disorders (DDD) study, we previously estimated
the fraction of patients with a causal de novo
coding mutation in both known and as-yet-
undiscovered disease genes to be 40 to 45% (4),
and in this work we extended this approach to
recessive variants. It has been posited that there
are thousands of as-yet-undiscovered recessive
intellectual disability (ID) genes (5, 6), which
could imply that recessive variants explain a
large fraction of undiagnosed rare disease cases.
However, attempts to estimate the prevalence
of recessive disorders have been restricted to
known disorders (7) or known pathogenic alleles

(8). We quantified the total autosomal recessive
coding burden using a robust and unbiased
statistical framework in 6040 exome-sequenced
DDD trios from the British Isles. Our approach
provides a better-calibrated estimate of the exome-
wide burden of recessive disease than those of
previously published methods (3, 9).
We analyzed 5684 European and 356 Pakistani

probands (EABI, European ancestry from the
British Isles; PABI, Pakistani ancestry from the
British Isles) (figs. S1 and S2)with developmental
disorders (DDs). The clinical features are heter-
ogeneous and representative of genetically un-
diagnosed DD patients from British and Irish
clinical genetics services: 88% have an abnor-
mality of the nervous system, and 88% have
multiple affected organ systems (Fig. 1, fig.
S3, and table S1). Clinical features are largely

similar between EABI and PABI (Fig. 1 and
table S1).
To assess the genome-wide recessive burden,

we compared the number of rare [minor allele
frequency (MAF) <1%] biallelic genotypes ob-
served in our cohort to the number expected by
chance (10).We used the phased haplotypes from
unaffectedDDDparents to estimate the expected
number of biallelic genotypes. Reassuringly, the
number of observed biallelic synonymous geno-
types matched the expectation (fig. S4). We ob-
served no significant burden of biallelic genotypes
of any consequence class in 1389 probands with
a likely diagnostic de novo, inherited dominant,
or X-linked variant. We therefore evaluated the
recessive coding burden in the remaining 4318
EABI and 333 PABI probands. This “undiagnosed”
cohort were more likely to have a recessive cause
because they did not have a likely dominant or
X-linked diagnosis (11), had at least one affected
sibling, or >2% autozygosity (Fig. 2A).
As expected because of their higher autozygosity

(fig. S5), PABI individuals had more rare biallelic
genotypes than those ofEABI individuals (Fig. 2A);
92% of these were homozygous (rather than com-
pound heterozygous), versus only 28% for the
EABI samples. We observed a significant enrich-
ment of biallelic loss-of-function (LOF) genotypes
in both undiagnosed ancestry groups (Poisson P =
3.5 × 10−5 in EABI, P = 9.7 × 10−7 in PABI) and,
in the EABI group, a nominally significant en-
richment of biallelic damaging missense geno-
types (P = 0.025) and a significant enrichment
of compound heterozygous LOF/damaging mis-
sense genotypes (P = 6 × 10−7) (Fig. 2A).
Among the 4651 EABI+PABI undiagnosed

probands, a set of 903 clinically curated DD-
associated recessive genes showed a higher
recessive burden (1.7-fold; Poisson P = 6 × 10−18)
(fig. S6) than average (1.1-fold for all genes).
Indeed, 48% of the observed excess of biallelic
genotypes lay in these known genes. By contrast,
we did not observe any recessive burden in 243
DD-associated geneswith a dominant LOFmech-
anism, nor in any gene sets tested in the 1389
diagnosed probands (Poisson P > 0.05).
We developed a method to estimate the pro-

portion of probands with a causal variant in a
particular genotype class (10) in either known
and as-yet-undiscovered genes. Unlike our pre-
viously published approach (4), this method
accounts for the fact that some fraction of the
variants expected by chance are actually causal
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(fig. S7). We estimated that 3.6% (~205) of the
5684 EABI probands have a recessive coding
diagnosis, compared with 49.9% (~2836) with
a de novo coding diagnosis. Recessive coding
genotypes explain 30.9% (~110) of the 356 PABI
individuals, compared with 29.8% (~106) for de
novos. The contribution from recessive variants
was higher in EABI probands with affected
siblings than those without (12.0% of 117 versus
3.2% of 5,098) and highest in PABI probands

with high autozygosity (47.1% of 241) (Fig. 2B
and table S2). By contrast, it did not differ be-
tween 115 PABI probands with low autozygosity
and all 5684 EABI probands.
We caution that the PABI results may be less

reliable because of modest sample size (wide
confidence intervals are shown in table S2),
exacerbated by consistent overestimation of rare
variant frequencies in our limited sample of
parents. Reassuringly, our estimated recessive

contribution in PABI is close to the 31.5% re-
ported in Kuwait (12), which has a similar level
of consanguinity (13). Our results are consistent
with previous reports of a low fraction of re-
cessive diagnoses in European cohorts (3, 11, 14),
but unlike those studies, our estimates further
show that the recessive contribution in as-yet-
undiscovered genes is also small. Although it has
been hypothesized that there are thousands
of undiscovered recessive DD-associated genes

Martin et al., Science 362, 1161–1164 (2018) 7 December 2018 2 of 4

Fig. 1. Clinical features of DDD probands
analyzed here. Proportion of probands
in different groups with clinical features
indicated, extracted from Human Phenotype
Ontology terms. Asterisks indicate
nominally significant differences between
indicated groups (Fisher’s exact test).

Fig. 2. Contribution of recessive coding
variants to genetic architecture in this study.
(A) Number of observed and expected
biallelic genotypes per individual across all
genes. Nominally significant P values from a
Poisson test of enrichment are shown.
(B) (Left) Number of probands grouped by
diagnostic category. The inherited dominant
and X-linked diagnoses (narrow pink bar)
include only those in known genes, whereas the
proportion of probands with de novo and
recessive coding diagnoses was inferred as
described in (10), including those in as-yet-
undiscovered genes. (Right) The proportion of
probands in various patient subsets inferred to
have diagnostic variants in the indicated classes.
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(5, 6), our analyses suggest that the cumulative
impact of these discoveries on diagnostic yield
will bemodest in nonconsanguineous populations.
We next tested each gene for an excess of bi-

allelic genotypes in the undiagnosed probands
(table S3) (10). Three genes passed stringent
Bonferroni correction (P < 3.4 × 10−7) (10): THOC6
[previously reported in (15)], EIF3F, and KDM5B.
Thirteen additional genes had P < 10−4 (table S4),
of which 11 are known recessive DD-associated
genes, and known genes were enriched for lower
P values (fig. S8).
We observed five probands with an identical

homozygous missense variant in EIF3F (binomial
P= 1.2 × 10−10) (ENSP00000310040.4:p.Phe232Val),
plus four additional homozygous probands who
had been excluded from our discovery analysis

for various reasons (table S5). The variant
(rs141976414) has a frequency of 0.12% in non-
Finnish Europeans (one of the most common
protein-altering variants in the gene), and no
homozygotes were observed in gnomAD (16).
All nine individuals homozygous for Phe232→Val

had ID, and a subset also had seizures (6 of 9),
behavioral difficulties (3 of 9), and sensorineural
hearing loss (3 of 9) (table S5). There was no
obvious distinctive facial appearance (fig. S9).
EIF3F encodes a subunit of the mammalian eIF3
(eukaryotic initiation factor) complex, which neg-
atively regulates translation. The genes encoding
eIF2B subunits have been implicated in severe
autosomal recessive neurodegenerative disorders
(17). We edited induced pluripotent stem cell
(iPSC) lines with CRISPR-Cas9 to be heterozygous

or homozygous for the Phe232→Val variant, and
Western blots showed that EIF3F protein levels
were ~27% lower in homozygous cells relative to
heterozygous and wild-type cells (fig. S10), which
may be due to reduced protein stability (fig. S11).
ThePhe232→Val variant significantly reduced trans-
lation rate (Fig. 3A and fig. S12). Proliferation
rates were also reduced in the homozygous but
not heterozygous cells (Fig. 3B and fig. S13), al-
though the viability of the cells was unchanged
(fig. S14).
Another recessive gene we identified was

KDM5B (binomial P = 1.1 × 10−7) (Fig. 4), en-
coding a histone H3K4 demethylase. Three pro-
bands had biallelic LOFs passing our filters, and
a fourth was compound heterozygous for a splice-
site variant and a large gene-disrupting deletion.
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Fig. 3. Functional consequences of the patho-
genic EIF3F recessive missense variant. (A) The
Phe232→Val variant impairs translation. Plot shows
median fluorescence intensity (MFI) in iPSC lines
heterozygous or homozygous for or without the
Phe232→Val variant (correcting for replicate effects),
measured using a Click-iT protein synthesis assay
(10). MFI correlates with methionine analog incor-
poration in nascent proteins. The P value indicates
a nonzero effect of genotype from a linear regres-
sion of MFI on genotype and replicate. Red lines
indicate means. (B) The Phe232→Val variant impairs
iPSC proliferation in the homozygous but not
heterozygous form. Results from a cell trace violet
(CTV) proliferation assay, in which CTV concentra-
tion reduces on each division.The population of cells
that have been through zero, one, or multiple
divisions is labeled.

Fig. 4. KDM5B is a recessive DD gene in which
heterozygous LOFs are incompletely penetrant.
(A) Summary of damaging variants found in
KDM5B. (B) Positions of likely damaging variants
found in this and previous studies in KDM5B
(ENST00000367264.2; introns not to scale),
omitting two large deletions. Colors correspond to
those shown in (A). There are no differences in the
spatial distribution of LOFs by inheritance mode,
nor in their likelihood of escaping nonsense-
mediated decay by alternative splicing in GTex
(28). (C to E) Behavioral defects of homozygous
Kdm5b-null versus wild-type mice (n = 14 to
16 mice). (C) Knockout mice displayed increased
anxiety, spending significantly less time in the light
compartment of the light-dark box. (D) Reduced
sociability, in the three-chamber sociability test.
Knockout mice spent less time investigating
a new mouse. (E) Twenty-four hour memory
impairment. Whereas wild-type mice
preferentially investigated an unfamiliar
mouse over a familiar one, homozygous
knockout mice showed no discrimination.
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Several of these patients were recently reported
with less compelling statistical evidence (18).
KDM5B is also enriched for de novo mutations
in our cohort (binomial P = 5.1 × 10−7) (4). We
saw nominally significant over-transmission of
LOFs from the mostly unaffected parents (P =
0.002, transmission-disequilibrium test) (table
S6), but no parent-of-origin bias. Theoretically,
all the KDM5B LOFs observed in probands might
be acting recessively, and heterozygous probands
may have a second (missed) coding or regulatory
hit or modifying epimutation. However, we found
no evidence supporting this (figs. S15 and S16)
(10), nor of potentially modifying coding variants
in likely interactor genes, nor that some LOFs
avoid nonsense-mediated decay (Fig. 4B). Genome-
wide levels of DNA methylation in whole blood
did not differ between probands with different
types of KDM5B mutations or between these
and controls (fig. S17).
These lines of evidence, along with previous

observations of KDM5B de novos in both autism
patients and unaffected siblings (19), suggest that
heterozygous LOFs in KDM5B are pathogenic
with incomplete penetrance, whereas homozygous
LOFs are likely fully penetrant. Several micro-
deletions (20) and LOFs in other dominant ID
genes are incompletely penetrant (20). Other
H3K4 methylases and demethylases also cause
neurodevelopmental disorders (21). KDM5B is
atypical; the others are mostly dominant (22),
typically with pLI scores >0.99 and very low pRec
scores, whereas KDM5B has pLI = 5 × 10−5 and
pRec > 0.999 (23).
KDM5B is the only gene that showed signifi-

cant enrichment for both biallelic variants and
de novo mutations in our study. We saw sig-
nificant enrichment of de novo missense (373
observed versus 305 expected; ratio = 1.25, upper-
tailed Poisson P = 1 × 10−4) but not de novo LOF
mutations across all known recessive DD genes
(excluding those known to also show dominant
inheritance). One hypothesis is that the de novo
missense mutations are acting as a “second hit”
on the opposite haplotype from an inherited
variant in the same gene. However, we saw only
two instances of this in the cohort, and if it were
driving the signal, we would expect to see a
burden of de novo LOFs in recessive genes too,
which we do not. A better explanation is that
recessiveDDgenes are also enriched for dominant
activatingmutations. There are known examples
of this; for example, in NALCN (24, 25) and
MAB21L2 (26), heterozygous missense variants
are activating or dominant-negative, whereas
the biallelic mechanism is loss of function. By
contrast, the six de novo LOFs in KDM5B sug-
gest that it follows a different pattern. Of the 21
recessive genes with nominally significant de
novo missense enrichment in our data, only
one showed evidence of mutation clustering by
using our previously published method (CTC1;
P = 0.03) (1), which could suggest an activating/
dominant-negative mechanism. Larger sam-
ple sizes will be needed to establish which of
these genes also act dominantly, and by which
mechanism.

All four individuals with biallelic KDM5B var-
iants have ID, variable congenital abnormalities
(table S7), and a distinctive facial appearance (fig.
S18). Other than ID, there were no consistent
phenotypes or distinctive features shared between
the biallelic andmonoallelic individuals or within
the monoallelic group (table S7).
We created a mouse LOF model for Kdm5b.

Heterozygous knockoutmice appear normal and
fertile, whereas homozygous Kdm5b-null mice
are subviable (44% of expected, from heterozy-
gous in-crosses). This partially penetrant lethality,
in addition to a fully penetrant vertebral pat-
terning defect (fig. S19), is consistent with pre-
viously published work (27). We additionally
identified numerous behavioral abnormalities
in homozygous Kdm5b-null mice: increased
anxiety, less sociability, and reduced long-
term memory compared with that of wild-types
(Fig. 4).
We have quantified the contribution of re-

cessive coding variants in both known and as-
yet-undiscovered genes to a large UK cohort of
DD patients and found that overall, they explain
a small fraction. Our methodology allowed us to
carry out an unbiased burden analysis that was
not possible with previous methods (fig. S4). We
identified two new recessive DD genes that are
less likely to be found by typical studies because
they result in heterogeneous and nonspecific
phenotypes, and we present strong functional
evidence supporting their pathogenicity.
Our results can be used to improve recurrence

risk estimates for undiagnosed families with a
particular ancestry and pattern of inheritance.
Extrapolating our results more widely requires
some care; our study is slightly depleted of re-
cessive diagnoses because some recessive DDs
(such as metabolic disorders) are relatively easily
diagnosed through current clinical practice in
the United Kingdom and less likely to have been
recruited. Furthermore, country-specific diagnostic
practices and levels of consanguinity may make
the exact estimates less applicable outside the
United Kingdom.
Overall, we estimated that identifying all re-

cessive DD genes would allow us to diagnose
5.2% of the EABI+PABI subset of DDD, whereas
identifying all dominant DD genes would yield
diagnoses for 48.6%. The high proportion of un-
explained patients, even among those with af-
fected siblings or high consanguinity, suggests
that future studies should investigate a wide
range of modes of inheritance, including oligo-
genic and polygenic inheritance as well as non-
coding recessive variants.
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A mechanistic classification of
clinical phenotypes in neuroblastoma
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Johannes M. Heuckmann6, Moritz Gartlgruber7, Sabine Hartlieb7, Kai-Oliver Henrich7,
Konstantin Okonechnikov8, Janine Altmüller2,9, Peter Nürnberg2,9,10, Steve Lefever11,
Bram de Wilde11, Frederik Sand1,2, Fakhera Ikram1,2,12, Carolina Rosswog1,2,
Janina Fischer1,2, Jessica Theissen1,4, Falk Hertwig1,2,13,14,15, Aatur D. Singhi16,
Thorsten Simon4, Wenzel Vogel17,18, Sven Perner17,18, Barbara Krug19,
Matthias Schmidt20, Sven Rahmann21,22, Viktor Achter23, Ulrich Lang23,24,
Christian Vokuhl25, Monika Ortmann26, Reinhard Büttner26, Angelika Eggert13,14,15,
Frank Speleman11, Roderick J. O’Sullivan27, Roman K. Thomas3,14,26,28,
Frank Berthold4*, Jo Vandesompele11*, Alexander Schramm29*, Frank Westermann7*,
Johannes H. Schulte13,14,15,28*, Martin Peifer2,3*, Matthias Fischer1,2*†

Neuroblastoma is a pediatric tumor of the sympathetic nervous system. Its clinical course
ranges fromspontaneous tumor regression to fatal progression.To investigate themolecular
features of the divergent tumor subtypes, we performed genome sequencing on 416
pretreatment neuroblastomas and assessed telomere maintenance mechanisms in
208 of these tumors.We found that patients whose tumors lacked telomere maintenance
mechanisms had an excellent prognosis, whereas the prognosis of patients whose
tumors harbored telomere maintenance mechanisms was substantially worse. Survival
rates were lowest for neuroblastoma patients whose tumors harbored telomere
maintenance mechanisms in combination with RAS and/or p53 pathway mutations.
Spontaneous tumor regression occurred both in the presence and absence of these
mutations in patients with telomere maintenance–negative tumors. On the basis of these
data,we propose amechanistic classification of neuroblastoma that may benefit the clinical
management of patients.

N
euroblastoma is a pediatric tumor of the
sympathetic nervous system with subs-
tantially varying clinical courses (1). Roughly
half of neuroblastoma patients have a dis-
mal outcome despite intensive multimodal

treatment, whereas other patients have an excel-
lent outcome because their tumors either spon-
taneously regress or differentiate into benign
ganglioneuromas. Patients are considered to be
at high risk of death if they are diagnosed with
metastatic disease when they are older than
18 months or when their tumor exhibits genomic
amplification of the proto-oncogene MYCN (2).

All other patients are classified as intermediate
or low risk (referred to as non–high-risk patients
in this study) and receive limited or no cytotoxic
treatment. In addition to MYCN amplification,
rearrangements of the TERT locus (encoding the
catalytic subunit of telomerase) or inactivating
mutations in ATRX (encoding a chromatin re-
modeling protein) have been found predomi-
nantly in high-risk tumors (3–7). Whereas both
MYCN and TERT alterations lead to telomere
maintenance by induction of telomerase, ATRX
loss-of-function mutations have been associated
with activation of the alternative lengthening of

telomeres (ALT) pathway (5, 8). Neuroblastomas
also harbor recurrent mutations in ALK (en-
coding a receptor tyrosine kinase) (9, 10). To
date, these genomic data have not produced a
coherent model of pathogenesis that can explain
the extremely divergent clinical phenotypes of
neuroblastoma.
In the study, we aimed to evaluate whether

the divergent clinical phenotypes in neuroblas-
toma are defined by specific genetic alterations.
To this end, we examined 218 pretreatment
tumors and matched normal control tissue (i.e.,
blood) by whole-exome or whole-genome se-
quencing (WES and WGS, respectively) from
patients covering the entire spectrum of the dis-
ease (fig. S1 and tables S1 to S3). In line with
previous studies, we found 14.9 somatic single-
nucleotide variations (SNVs) per tumor exome
on average (median, 12 SNVs per tumor exome;
fig. S2) (4, 6). Because mutations in genes of
the RAS and p53 pathways have been detected
in relapsed neuroblastoma (11–13), we hypothe-
sized that such alterations may not only be
relevant at the time of relapse but may also
determine the clinical course of neuroblastoma
at diagnosis. We thus defined a panel of 17 genes
related to the RAS pathway (11 genes including
ALK) or the p53 pathway (6 genes) based on our
own and published data (fig. S3 and tables S4
to S7) and examined their mutation frequency
in pretreatment tumors (Fig. 1A). Focal ampli-
fications, homozygous deletions, and variants
of amino acids recorded in the Catalogue of
Somatic Mutations in Cancer (14) were consid-
ered.We found alterations of these genes in 46 of
218 cases of the combinedWES andWGS cohort.
In an independent cohort of 198 pretreatment
tumors examined by targeted sequencing (fig. S1
and tables S1 and S2), we detected alterations of
these genes in 28 of 198 cases, resulting in an
overall mutation frequency of 17.8% in the com-
bined cohorts (74 of 416 cases; fig. S4 and tables
S8 and S9). RAS and p53 pathwaymutationswere
enriched in overall clonal cancer cell populations
(95% versus 71% clonal events, P = 0.021; fig. S5),
indicating their evolutionary selection during
tumor development.
Mutations in RAS and p53 pathway genes oc-

curred in both high- and non–high-risk tumors,
although at lower frequencies in the latter group
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(21.3% versus 13.3%, P = 0.048, fig. S6). Overall,
the presence of such alterations was strongly as-
sociated with poor patient outcome (Fig. 1B and
fig. S7). We did not observe significant differ-
ences between the prognostic effects of RAS and
p53 pathway alterations; however, patients whose
tumors had ALK mutations had better event-free
survival than those whose tumors harbored
other RAS pathway mutations (fig. S8). In high-
risk patients, alterations of RAS or p53 pathway
genes were also associated with poor outcome
(Fig. 1C and fig. S9, A and B), both in MYCN-
amplified and non–MYCN-amplified cases (fig.
S9C). Such alterations also identified patients
with unfavorable clinical courses in the non–
high-risk cohort (Fig. 1D and fig. S9D). The
presence of these mutations predicted dismal
outcome in multivariable analyses indepen-
dently of prognostic markers currently used
for neuroblastoma risk stratification (15) in
the entire cohort and in both high-risk and non–
high-risk patients (fig. S10). Together, our find-
ings point to a crucial role of RAS and p53
pathway genes in the development of unfavorable
neuroblastoma, which is in line with increased
frequencies of such mutations at clinical relapse
(11–13) and with data from genetically engineered
mouse models showing that RAS pathway ac-

tivation augments neuroblastoma aggressive-
ness (16–18).
Despite the overall association of RAS and

p53 pathway mutations with poor outcome, how-
ever, we noticed that the clinical courses of non–
high-risk patients bearing such mutations varied
greatly, ranging from spontaneous regression to
fatal tumor progression (fig. S11). On the basis of
previous work (5, 19–21), we hypothesized that
these differences may be related to the presence
or absence of telomeremaintenancemechanisms.
We therefore examined the genomic status of the
MYCN and TERT loci, as well as ALT-associated
promyelocytic leukemia nuclear bodies (APBs)
and TERT expression in a cohort of 208 of 416
tumors (fig. S1). We observed MYCN amplifica-
tion in 52 cases, TERT rearrangements in 21 cases,
and APBs in 31 cases (Fig. 2A and table S10). In
line with previous observations (5, 22), TERT
expression was elevated in tumors bearing TERT
rearrangements orMYCN amplification, indicat-
ing telomerase activation (fig. S12, A and B). In
APB-positive tumors, TERT expression was low
and telomere length ratios high, thus supporting
an ALT phenotype (fig. S12, A, C, and D). We also
assessed the genomic status of ATRX in 83 eval-
uable tumors and found mutations that were
likely to be inactivating in eight of these, all of

which were ALT positive (Fig. 2A and table S10);
by contrast, mutations of DAXX, which encodes
another protein participating in chromatin re-
modeling at telomeres, were not detected. We
observed neither significant alterations inATRX or
DAXX gene methylation status or gene expression
patterns in ALT-positive tumors (fig. S13) nor
significant associations between ALT and p53
pathway mutations (3 of 31 ALT-positive cases
mutated, 7 of 177 ALT-negative cases mutated;
P = 0.173) (23). Immunohistochemical staining
revealed loss of nuclear ATRX expression in
one tumor bearing an ATRX nonsense muta-
tion, whereas expression was retained in tumors
with ATRX in-frame deletions (fig. S14) (23). Fur-
thermore, we noticed that a small fraction of
neuroblastomas lacking MYCN or TERT alter-
ations had elevated TERT mRNA levels (fig.
S12A). We therefore determined and validated
a TERT expression threshold to identify wild-
typeMYCN and TERT (MYCNWT and TERTWT)
tumors whose TERT mRNA levels are compa-
rable to those of tumors bearing genomicMYCN
or TERT alterations, pointing toward telomerase
activation (fig. S15). In fact, high TERT mRNA
levels corresponded to elevated enzymatic telo-
merase activity in these tumors, as well as in
tumors harboring MYCN amplification or TERT
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Fig. 1. Mutations of
RAS and p53 pathway
genes in pretreatment
neuroblastomas are
associated with poor
survival of patients.
(A) Schematic repre-
sentation of the RAS
and p53 pathways
highlighting genes
mutated in pre-
treatment neuroblas-
toma of the combined
WES and WGS and tar-
geted sequencing
cohort (n = 416). The
fraction of tumors
affected by SNVs or by
somatic copy number
alterations (SCNAs) is
indicated in the gene
boxes as percentages
and by color code. RAS
represents the genes
NRAS, HRAS, and
KRAS. (B to D) Disease-
specific survival of all
patients (B), high-risk
patients (C), and non–
high-risk patients (D) of
the same cohort
(n = 416) according to
the absence (blue)
or presence (red) of
RAS or p53 pathway
gene mutations (5-year
disease-specific survival ± SE: 0.807 ± 0.023 versus 0.498 ± 0.061, 0.657 ± 0.037 versus 0.341 ± 0.071, and 0.993 ± 0.007 versus 0.822 ± 0.081, respectively).
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rearrangements (Fig. 2B). On the basis of these
and our previous observations (5), we considered
tumors telomere maintenance positive if they
harbored TERT rearrangements orMYCN ampli-
fication, elevatedTERT expression in the absence
of these alterations, or were positive for APBs as a
marker of ALT (Fig. 2A).
In the set of non–high-risk tumors bearing

RAS or p53 pathwaymutations (23 of 208 cases),
we found evidence for telomerase or ALT activ-
ation in nine cases (fig. S16A). The outcome of
these patients was poor, whereas all patients
whose tumors lacked telomere maintenance
mechanisms have survived to date, with no or
limited cytotoxic therapy (fig. S16B). Important-
ly, this finding was validated in an additional
series of 20 pretreatment non–high-risk neuro-
blastomas with RAS pathway gene mutations
that had not been part of the initial WES and

WGS or targeted sequencing cohorts (figs. S1 and
S16, C and D, and table S11). Together, telomere
maintenance mechanisms thus clearly discrimi-
nated the divergent clinical phenotypes occur-
ring in non–high-risk tumors bearing RAS or p53
pathway mutations (Fig. 3, A and B).
The prognostic dependence of RAS pathway

mutations on telomere maintenance in non–
high-risk disease was highlighted in a patient
subgroup that was genetically defined by the
presence of ALKR1275Q (R1275Q, Arg1275→Gln)
mutations (n = 11 patients): Outcome was ex-
cellent only if telomere maintenance mecha-
nisms were absent, and spontaneous regression
had been documented in four of these children
(Fig. 3C and fig. S16E). Similarly, complete re-
gression of osteomedullary metastases without
any chemotherapy had been noticed in a stage
4 patient whose tumor carried the particularly

aggressive ALKF1174L (F1174L, Phe1174→Leu) mu-
tation (Fig. 3D) (16). In two other patients with
ALK-mutant tumors (NBL8 and NBL-V16), spon-
taneous differentiation into ganglioneuroblas-
toma had been found after partial regression in
patient NBL8 (Fig. 3E and fig. S16F). Finally,
long-term event-free survival without chemo-
therapy was also recorded in patient NBL59,
whose tumor harbored both HRAS and TP53
mutations in the absence of telomere mainte-
nance, whereas patients whose tumors harbored
HRAS, NRAS, or TP53mutations had fatal outcome
when telomerase or ALT was activated (Fig. 3A).
We hypothesized that a general pathogenetic

hierarchy of telomere maintenance and RAS or
p53 pathway mutations might mechanistically
define the different clinical subgroups of neuro-
blastoma. Indeed, we observed that the out-
come of patients whose tumors lacked telomere
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Fig. 2. Telomere maintenance mechanisms in pretreatment
neuroblastomas. (A) Distribution of telomere maintenance
mechanisms, RAS and p53 pathway gene mutations, and clinical
covariates in 208 pretreatment neuroblastomas (ordered from left to
right). The red line in the top panel indicates the TERT expression
threshold as described in fig. S15. CT, chemotherapy; MNA, MYCN

amplification. (B) TERTmRNA expression (left) and corresponding
enzymatic telomerase activity (right) in 52 neuroblastoma samples.
Boxes represent the first and third quartiles; whiskers represent
minimum and maximum values; TERT high represents tumors
lacking genomic MYCN or TERT alterations with TERT expression
above threshold.
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maintenance (n = 99) was excellent, irrespective
of the presence of RAS or p53 pathwaymutations
(Fig. 4A). Fifty-seven of these patients had never
received cytotoxic treatment, including 18 cases
with documented spontaneous regression (Fig. 2A
and table S10). Our data indicate that RAS or p53
pathway mutations are not sufficient for full

malignant transformation and continuous growth
of human neuroblastoma in the absence of telo-
mere maintenance. Consistent with this observa-
tion, telomerase has been shown to be essential
for full malignant transformation of human cells
bearing oncogenicHRAS in experimental systems
(24), whereas cellular senescence occurs in re-

sponse to oncogenic HRAS in the absence of
telomerase (25). Neuroblastomas lacking telo-
mere maintenance were mainly derived from
young patients (mean age at diagnosis, 378 days;
fig. S17A) classified as clinical low or intermed-
iate risk (96 of 99 cases; P < 0.001); the remain-
ing three tumors had been obtained from young
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Fig. 3. Telomere maintenance mechanisms discriminate favorable and
adverse clinical course in non–high-risk neuroblastoma bearing RAS
or p53 pathway mutations. (A) Telomere maintenance status and clinical
covariates in the combined discovery and validation cohort of non–high-
risk patients whose tumors harbored RAS or p53 pathway mutations
(n = 43). Patients are ordered from left to the right. The red line in the top
panel indicates the TERT expression threshold. NBL, neuroblastoma ID;
w/o, without. (B) Event-free (top) and disease-specific (bottom) survival of
the same patients according to the absence (blue) or presence (red) of
telomere maintenance mechanisms (n = 41; 5-year event-free survival ± SE,
0.847 ± 0.071 versus 0.071 ± 0.069; 5-year disease-specific survival ± SE,

1.0 versus 0.556 ± 0.136). (C) Magnetic resonance imaging (MRI) scans of a
patient whose tumor harbored an ALKR1275Q mutation in the absence of
telomere maintenance activity at diagnosis and upon partial tumor
regression. (D) Iodine-123metaiodobenzylguanidine scintigraphy scans of a
stage 4 patient with an ALKF1174L mutated, telomere maintenance–negative
neuroblastomaat diagnosis and upon complete regression of osteomedullary
metastases. LDR, posterior projection (left–dorsal–right); RVL,
anterior projection (right–ventral–left). (E) MRI scans of a patient with
ALKF1245Y (F1245Y, Phe1245→Tyr) mutated, telomere maintenance–negative
thoracic neuroblastoma at diagnosis and after partial regression. Tumor
lesions are highlighted by arrows or arrowheads.
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stage 4 patients (age at diagnosis, 732 to 1035
days) who all have survived event-free to date.
By contrast, children whose tumors harbored
telomerase or ALT activation were mainly clin-
ical high-risk patients (92 of 109 cases; P< 0.001).
Seventeen patients had been clinically classified

as low or intermediate risk; however, their clin-
ical coursewas as unfavorable as that of high-risk
patients (fig. S17B), thus supporting the notion
that telomere maintenance is a major determi-
nant of neuroblastoma outcome. We also found
no significant difference in the outcome of patients

whose tumors displayed MYCN amplification
compared with those whose tumors had other
telomere maintenance mechanisms (fig. S18A).
In addition, we observed that the outcome of
patients whose tumors exhibited telomere main-
tenance was devastating when additional RAS or
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Fig. 4. Clinical neuroblastoma subgroups are defined by telomere
maintenance and RAS and p53 pathways alterations. (A) Event-free
(left) and disease-specific (right) survival of patients according to
the absence or presence of RAS or p53 pathway gene mutations
and telomere maintenance activity (n = 208; 5-year event-free
survival ± SE, 0.867 ± 0.038 versus 0.833 ± 0.108 versus 0.440 ± 0.061
versus 0.245 ± 0.075; 5-year disease-specific survival ± SE, 1.0 versus
1.0 versus 0.742 ± 0.055 versus 0.414 ± 0.088). Statistical results
of pairwise group comparisons are indicated. (B) Multivariable Cox
regression analysis for event-free survival (n = 201), considering
the prognostic variables age at diagnosis, stage, chromosome 1p
status, RAS or p53 pathway mutation, and telomere maintenance
activation. MYCN status was not considered separately, as telomere

maintenance–positive cases comprised all MYCN-amplified cases
by definition. Multivariable analysis for disease-specific survival could
not be calculated, because no deadly event occurred in patients
whose tumors lacked telomere maintenance, and thus, no hazard
ratio can be calculated for this variable. (C) Schematic representation
of the proposed mechanistic definition of clinical neuroblastoma
subgroups. The classification is built on the presence or absence
of telomere maintenance mechanisms and RAS or p53 pathway
mutations. In addition, associations with other genetic features
[MYCN, TERT, and ATRX alterations; segmental copy number
alterations (35); tumor cell ploidy (1, 2); gene expression–based
classification (36)] and clinical characteristics (age at diagnosis,
stage of disease) are indicated.
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p53 pathway mutations were present, whereas
survival was considerably better in their absence
(Fig. 4A). Among the former patients, those
whose tumors harbored ALKmutations tended
to have a more favorable outcome than those
whose tumors carried other RAS pathway muta-
tions (fig. S18B). We also observed that the telo-
mere maintenance status did not change over
the disease course in 19 of 20 paired neuroblas-
toma samples biopsied at diagnosis and relapse
or progression; in one case, de novo MYCN
amplification accompaniedbyTERTup-regulation
occurred at the time of relapse (table S12). This
finding suggests that the telomere maintenance
status is mostly fixed at diagnosis, which is in
line with the notion that low-risk neuroblastoma
rarely develops into high-risk disease (26, 27).
The clinical relevance of telomere maintenance
and RAS or p53 pathway alterations was sub-
stantiated by multivariable analysis, in which
both alterations independently predicted unfav-
orable outcome (Fig. 4B). Additional backward
selection of variables in this model identified
only telomere maintenance and RAS or p53
pathway mutations as independent prognostic
markers (telomere maintenance: hazard ratio,
5.184, confidence interval, 2.723 to 9.871, P <
0.001; RAS and/or p53 pathwaymutation: hazard
ratio, 2.056, confidence interval, 1.325 to 3.190,
P = 0.001), whereas the established markers
(stage, age, and chromosome 1p status) were not
considered in the final model.
Together, our findings demonstrate that the

divergent clinical phenotypes of human neuro-
blastoma are driven by molecular alterations af-
fecting telomere maintenance and RAS or p53
pathways, suggesting a mechanistic classifica-
tion of this malignancy (Fig. 4C): High-risk neu-
roblastoma is defined by telomere maintenance
caused by induction of telomerase or the ALT
pathway. Additional mutations in genes of the
RAS or p53 pathway increase tumor aggressive-
ness, resulting in a high likelihood of death from
disease. By contrast, low-risk tumors invariably
lack telomere maintenance mechanisms. Be-
cause telomeremaintenance is essential for cancer
cells to achieve immortal proliferation capacity
(8, 28), its absence is likely a prerequisite for
spontaneous regression and differentiation in
neuroblastoma. Our data also indicate that mu-
tations of RAS or p53 pathway genes in tumors
without telomere maintenance do not affect
patient outcome.
Our findingsmay have important implications

for the diagnosis and treatment of neuroblas-
toma patients, which should be validated in
future prospective clinical trials. Assessment of
telomere maintenance mechanisms and a lim-
ited set of RAS and p53 pathway genes may be
sufficient to accurately estimate patient risk at
diagnosis and to guide treatment stratification.
In a clinical setting, telomerase activation may
be readily determined by examining the geno-
mic status of MYCN and TERT in the majority
of cases and supplemented by analysis of TERT
expression levels in MYCNWT and TERTWT

tumors. It is important to note, though, that

classification of patients based on a TERT ex-
pression threshold may bear a certain risk of
misclassification because of potential confound-
ing factors, such as tumor cell content or RNA
integrity of the sample. In addition to analysis
of telomerase activation, ALT can be assessed
by detection of APBs or, potentially, by polymer-
ase chain reaction (PCR) amplification of extra-
chromosomal circles of telomeric DNA (29). We
propose that patients whose tumors lack telo-
mere maintenance may require limited or no
cytotoxic treatment, as suggested by the high
prevalence of spontaneous regression in these
cases, whereas patients whose tumors harbor
such mechanisms need intensive therapy. Patients
whose tumors carry both telomere maintenance
and RAS or p53 pathway alterations, however,
are at high risk of treatment failure and death
(Fig. 4A). Nonetheless, the fact that these alter-
ations can act in concert provides a rationale for
developing novel combination therapies. Com-
pounds interfering with aberrant RAS pathway
signaling have shown promising antitumor
effects in preclinical models of neuroblas-
toma (12, 16, 30, 31), and ALK inhibitors have
entered clinical trials (32). In addition, ther-
apeutic strategies directed against telomerase
or the ALT pathway are the subject of current
investigations (28, 33, 34). A combination of
therapies targeting these two critical oncogenic
pathways in neuroblastoma may thus merit
investigation.
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SIGNAL TRANSDUCTION

LZTR1 is a regulator of RAS
ubiquitination and signaling
Johannes W. Bigenzahn1, Giovanna M. Collu2, Felix Kartnig1, Melanie Pieraks1,
Gregory I. Vladimer1, Leonhard X. Heinz1, Vitaly Sedlyarov1, Fiorella Schischlik1,
Astrid Fauster1,3, Manuele Rebsamen1, Katja Parapatics1, Vincent A. Blomen3,
André C. Müller1, Georg E. Winter1, Robert Kralovics1,4, Thijn R. Brummelkamp1,3,5,6,
Marek Mlodzik2, Giulio Superti-Furga1,7*

In genetic screens aimed at understanding drug resistance mechanisms in chronic
myeloid leukemia cells, inactivation of the cullin 3 adapter protein-encoding leucine
zipper-like transcription regulator 1 (LZTR1) gene led to enhanced mitogen-activated
protein kinase (MAPK) pathway activity and reduced sensitivity to tyrosine kinase
inhibitors. Knockdown of the Drosophila LZTR1 ortholog CG3711 resulted in a Ras-
dependent gain-of-function phenotype. Endogenous human LZTR1 associates with the
main RAS isoforms. Inactivation of LZTR1 led to decreased ubiquitination and enhanced
plasma membrane localization of endogenous KRAS (V-Ki-ras2 Kirsten rat sarcoma
viral oncogene homolog).We propose that LZTR1 acts as a conserved regulator of RAS
ubiquitination and MAPK pathway activation. Because LZTR1 disease mutations failed
to revert loss-of-function phenotypes, our findings provide a molecular rationale for
LZTR1 involvement in a variety of inherited and acquired human disorders.

C
hronic myeloid leukemia (CML) is char-
acterized by the expression of the con-
stitutively active oncogenic tyrosine kinase
fusion BCR-ABL (1). The proliferation and
survival of BCR-ABL+ CML cells depends

on the activation state of key cellular signaling
networks, including themitogen-activated pro-
tein kinase (MAPK) pathway (1). The devel-
opment of the tyrosine kinase inhibitor (TKI)
imatinib has provided a successful targeted
therapeutic, however limited by the development
of resistance (2).
Genetic screens in the near-haploid human

CML cell line KBM-7 allow unbiased identifica-
tion of candidate genes that affect inhibitor
resistance (3). We performed comprehensive
haploid genetic screening with six TKIs in clinical
use or under evaluation (fig. S1A). Retroviral gene-
trap mutagenized cells were exposed to the TKIs
at concentrations corresponding to half maxi-
mal inhibitory concentration (IC50) to IC70 dosage
(fig. S1B), resistant cell populations were col-
lected after selection, and genomic gene-trap
insertions were identified by means of deep
sequencing. Each screen resulted in enrichment

of disruptive insertions in 5 to 18 different genes
(Fig. 1A; figs. S1, C to G, and S2A; and table S1).
We identified a recurrent set (≥4 screens) of six
genes (NF1, WT1, PTPN1, PTPN12, LZTR1, and
BAP1; “TOP6” set) (Fig. 1B)withoverrepresentation
of disruptive genomic gene-trap integrations,
strongly indicating a selective advantage upon
drug treatment (fig. S2B).
We used a lentiviral CRISPR/Cas9 multicolor

competition assay (MCA)–based coculture sys-
tem to evaluate gene-mediated drug-resistance
effects. SpCas9-expressing KBM-7 (KBM-7Cas9)
cells were infected with lentiviral single-guide
RNA (sgRNA) vectors that coexpress reporter
fluorophores, which enabled the tracing of knock-
out and control cell populations bymeans of flow
cytometry in the same well (fig. S3A). Mixed
sgRen (targeting Renilla luciferase) control cell
populations that express fluorescent proteins
(GFP+ or mCherry+) did not show any prefer-
ential outgrowth of resistant cells upon 14 days
of TKI treatment (Fig. 1C and fig. S3H). By con-
trast, KBM-7Cas9 GFP+ cells harboring sgRNAs
that target the TOP6 genes showed a decreased
amount of cognate protein (fig. S3, B to G) and
demonstrated enhanced cell survival and out-
growth in the presence of imatinib (Fig. 1C) and
rebastinib (fig. S3H). Thus, we functionally val-
idated the TOP6 genes as important for drug
action in BCR-ABL+ CML cells.
Although NF1, PTPN1, and PTPN12 share the

ability to modulate MAPK pathway activation,
and WT1 as well as BAP1 function through tran-
scriptional regulation (fig. S2C), we could not
deduce any mechanistic explanation for the
role of leucine zipper–like transcription regu-
lator 1 (LZTR1) in enhanced CML cell survival
from the existing literature (4, 5). To exclude
cell line–specific effects, we confirmed that loss of

LZTR1 expression induced resistance to imatinib
and rebastinib in other CML cell lines (fig. S4, A
to C). Although we identified significant LZTR1
enrichment only in four of the genetic screens,
KBM-7Cas9 sgLZTR1 cells exhibited various degrees
of resistance against all tested BCR-ABL TKIs (fig.
S3I).Weused aCRISPR/Cas9–based domain scan-
ning strategy to test whether both N-terminal
Kelch domains and C-terminal Broad-Complex,
Tramtrack, and Bric a brac (BTB) and partial
BACKdomains are essential for thedrug-resistance
phenotype (6–8). All protein domain-targeting
sgRNAs showed efficient indel formation (fig. S3J)
and induced resistant outgrowth of targeted cell
populations exposed to rebastinib, indicating
that the entire protein is functionally required
(fig. S3K). To determine whether LZTR1 exerts
its function only in a CML-specific context, we
infected FLT3-ITD+ acute myeloid leukemia
(AML) MV4-11Cas9 cells with LZTR1, targeting
sgRNAs (fig. S4D). FLT3 inhibitor treatment led
to an outgrowth of resistant cells, underlining a
more general role for LZTR1 in the drug response
of hematopoietic cancers driven by different
tyrosine kinases (fig. S4, E to G).
KBM-7Cas9 CML cells infected with distinct

sgRNAs targeting LZTR1 displayed enhanced
phosphorylation of MAPK kinase 1 (MEK1) and
-2 and extracellular signal–regulated kinase 1 (ERK1)
and -2, which is indicative of augmented MAPK
pathway activation (Fig. 2A). By contrast, global
tyrosine phosphorylation as well as phospho-
rylation of AKT (at S473 and T308), the protein
kinase S6K1, ribosomal protein S6, and the direct
BCR-ABL substrate signal transducer and ac-
tivator of transcription 5 (STAT5) remained
unchanged (fig. S4, J and K). Additional CML
(K-562 and LAMA-84) and AML (MV4-11) cell
lines had similarly enhanced MAPK pathway
activation under normal growth conditions as
well as, in the case of CML cells, upon increasing
concentration of imatinib treatment (Fig. 2A and
figs. S4, H and I, and S5, A to C). LZTR1 full-
length cDNA complementation in K-562Cas9

sgLZTR1 cells reverted both enhanced MEK and
ERK phosphorylation as well as TKI resistance
(Fig. 2, B and C). Treatment of K-562Cas9 sgLZTR1
cells with the clinically approved inhibitor of
MEK1 and -2 trametinib reverted enhanced ac-
tivation of ERK1 and -2 and pharmacologically
counteracted the drug-resistance phenotype
(Fig. 2, D and E). Furthermore, cDNA expression
of constitutively activeMek1D218, D222 (Mek1 DD)
in K-562rtTA3 cells led to enhanced phosphoryla-
tion of ERK1 and -2 and reduced imatinib sen-
sitivity (fig. S6A, and B). Activation of the MAPK
pathway could also be inferred by the gene
expression and transcription factor enrichment
signature obtained with RNA sequencing experi-
ments in KBM-7Cas9 sgLZTR1 compared with
sgRen cells (fig. S5, D and E, and table S2).
Altogether, the data established a causal role
for enhanced MAPK pathway activation in the
resistance of CML cells toward TKI therapy as
elicited by loss of LZTR1 function.
Because BTBdomain-containing proteins serve

as adaptor proteins for the cullin 3 (CUL3) E3
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ubiquitin ligase complex, enabling specific sub-
strate recognition and ubiquitination (9), we
tested whether loss of CUL3 expression could
mimic the observed LZTR1 loss-of-function phe-
notype. K-562Cas9 sgCUL3 cells demonstrated
enhanced MAPK pathway activation and, in
contrast to sgLZTR1 cells, increased phospho-
rylation of AKT (fig. S4K). However, sgRNAs that
target CUL3 had a pronounced antiproliferative
effect both in KBM-7 Cas9 and K-562Cas9 cells (fig.
S6, C and D), providing a potential explanation
whyCUL3wasnot detected in our genetic screens
(fig. S2A).
In contrast to the CML cell lines, depletion of

LZTR1 with CRISPR sgRNAs in HeLa, human
embryonic kidney (HEK)–293T, or HAP1 cells
did not increaseMAPK pathway activation under

comparable culture conditions (fig. S7, A and C).
However, after serum stimulation of cells cultured
without serum,HEK293TCas9 sgLZTR1 cells showed
a more pronounced activation of MEK and ERK
than in control cells (fig. S7B). Similarly, in HAP1
cells, a non-hematopoietic derivative of the
KBM-7 cell line (10), phorbol-12-myristat-13-
acetat (PMA) treatment led to enhancedMAPK
pathway activation in the absence of LZTR1
compared with that in wild-type (WT) cells (fig.
S7C). Whereas HAP1Cas9 sgCUL3 cells exhibited
increased phosphorylation of ERK1, ERK2, and
AKT (fig. S7F), loss of LZTR1 expression in
HAP1Cas9 altered only the MAPK pathway as
identified by means of pathway array-based as-
sessment of kinase activation (fig. S7, D and E,
and table S3).

Genetic studies have identified LZTR1 muta-
tions in glioblastoma (GBM) (11), schwannoma-
tosis (SWNMT) (8), and Noonan syndrome (NS)
(5), a developmental syndrome that is part of the
larger group of RASopathies characterized by
mutations in components of the RAS-MAPK
pathway (12). Identification of NF1 and LZTR1
loss-of-function–induced MAPK pathway activa-
tion in our haploid resistance screens combined
with human LZTR1 mutations in NS indicated
that LZTR1 might directly regulate guanosine
triphosphatases (GTPases) of the RAS family.
Drosophila wing vein formation and eye de-

velopment serve as excellent in vivo readouts
for RAS signaling (13–15). CG3711 encodes the
Drosophila ortholog ofmammalianLZTR1, which
contains a specific N-terminal domain (amino
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Fig. 1. Haploid
genetic screens iden-
tify gene knockouts
that promote BCR-
ABL inhibitor
resistance. (A) Circos
plot of the haploid
genetic screen in
the CML cell line
KBM-7 upon treatment
with ponatinib.
Each dot represents
a mutagenized gene
identified in the
resistant cell popula-
tion, the dot size
corresponds to the
number of independent
insertions identified
per gene, and the
distance from the
circos plot center
indicates the signifi-
cance of enrichment
compared with
an unselected control
data set. Hits with
a false discovery
rate (FDR)–adjusted
P value lower than
10−4 are labeled by
gene name. (B) Bubble
plot depicting the
“TOP6” set of genes
identified in four or
more of the six haploid
screens upon treat-
ment with first-,
second- and third-
generation BCR-ABL
inhibitors. The
size of each bubble
corresponds to the
number of independent insertions per gene, and the color gradient depicts
the FDR-adjusted P value of enrichment significance. (C) MCA-derived
fold change of cell populations after imatinib treatment of KBM-7Cas9

CML cells transduced with sgRNAs targeting the “TOP6” genes or
sgRen.208 (targeting Renilla luciferase) as negative control. sgRNA-
infected cell populations were mixed in a 1:1 ratio, treated with

increasing drug concentrations, and analyzed by means of flow
cytometry after 14 days. Data are shown as mean value ± SD
of at least two independent experiments (n ≥ 2) performed
in duplicates. sgRNAs are labeled by gene name followed by
the genomic targeting sequence position numbered according to
the sequence position on the corresponding mRNA.
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acids 1 to 184) that is only found in Drosophila.
This is followed by the highly conserved re-
maining part of the protein (54% sequence
identity) (fig. S8, A to C). Systemic depletion of
CG3711 with RNA interference (RNAi) by using
act5C-Gal4 yielded viable flies; however, the ma-
jority of wings of these flies displayed wing
vein defects characterized by extra veins and
vein tissue (Fig. 3, A and B, and fig. S8D). This
phenotype closely resembles a gain-of-function

increase of RAS-MAPK signaling (15) and could
be rescued by a decrease in abundance of RAS
via dRas (DrosophilaRas) heterozygosity (Fig. 3C).
Drosophila R7 photoreceptor induction requires
RAS function (13, 14). We used a mild dominant
negative version, RasV12C40, which although
locked in the active guanosine 5′-triphosphate
(GTP)–bound state does not activate MAPK sig-
naling (16). RasV12C40 expression in the develop-
ing eyes (via the sevenless/sev-Gal4 expression

system) led to a frequent loss of the R7 photo-
receptor (~30% of ommatidia display R7 loss,
and some also lost other R-cells) (fig. S8, E and
H). Because RasV12C40 is constitutively active, it
also causes defects in ommatidial rotation
(16, 17), serving as internal control. When both
sev-Gal4–driven CG3711 RNAi and RasV12C40

were expressed, the loss of R7 phenotype was
almost completely suppressed (fig. S8, F and H).
The ommatidial rotation defects were enhanced
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Fig. 2. Loss of
LZTR1 enhances
MAPK pathway
activation.
(A) Phosphorylation
of MEK and ERK
in KBM-7Cas9 and
K-562Cas9 CML cells
transduced with the
indicated sgRNAs.
(B) Immunoblot
analysis of MEK and
ERK phosphorylation
as well as LZTR1
expression in
sgRen.208–
expressing K-562Cas9

CML cells trans-
duced with empty
vector, and
sgLZTR1.466–
expressing cells
transduced with
empty vector or
LZTR1-cDNA–
containing murine
stem cell virus
(MSCV) retrovirus.
Quantification of MEK
and ERK phosphoryl-
ation is shown next to
the corresponding
immunoblots.
(C) Competitive
proliferation assay
(MCA) of K-562Cas9

sgRen.208 cells
transduced with
empty vector and
sgLZTR1.466 cells
transduced with
empty vector or
LZTR1 cDNA after
treatment with
increasing con-
centrations of
imatinib for 14 days.
(D) Phosphorylation
of MEK and ERK in
K-562Cas9 cells ex-
pressing sgLZTR1.466
and treated with in-
creasing concentrations of trametinib for 3 hours. (E) Changes in cell popula-
tions measured with MCA of K-562Cas9 CML cells expressing sgRen.208 or
sgLZTR1.466 after 14 days of treatment with increasing concentrations
of imatinib alone or in combination with trametinib. Immunoblot results in (A), (B),

and (D) are representative of at least two independent biological experiments
(n ≥ 2). MCA data in (C) and (E) are shown as mean value ± SD of
at least two independent experiments (n ≥ 2). Dimethyl sulfoxide (DMSO)
treatment served as negative control.
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rather than suppressed because these involve
MAPK-independent RAS signaling (fig. S8F)
(16). Expression of CG3711 RNAi in the eye alone
did not induce phenotypic changes (fig. S8, G
and H). Thus, RAS is crucial for the phenotypes
induced by depletion of CG3711.
To explore possible interactions of LZTR1 with

RAS, we used a BirA* fusion protein–based prox-
imity biotinylation-dependent (BioID) proteomic
approach, which allows identification of weak
interaction partners. We expressed KRAS4A,
KRAS4B, NRAS, andHRAS as N-terminal FLAG-
BirA* fusion proteins in K-562rtTA3 CML cells.
This led to enhanced MEK and ERK activation,
demonstrating that the BirA* tag does not gen-
erally interfere with RAS signaling (fig. S9A). We
identified between 153 and 258 proteins in prox-
imity of or interacting with human RAS proteins,
among them several known interactors and
pathway components (fig. S9, B to F, and table
S4). A common set of 123 proteins repeatedly
purified with all four RAS proteins, with gene
ontology analysis showing a significant enrich-
ment in components associated with plasma
membrane and Golgi apparatus as well as the
MAPK pathway (fig. S9, G and H). We identified
LZTR1 among the most significant interactors
of all four RAS proteins (fig. S9, B to F). Inter-
section of the 123 common interactors identified
with BioID, with a fluorescence-activated cell
sorting (FACS)–based haploid genetic pathway
screen for the identification of gene knockout
alleles that influence phosphorylation of ERK1
and -2 (18), revealed LZTR1 as the only common
RAS interactor in our proteomic data with a
negative regulatory functionwithin theRAS-MAPK
pathway (fig. S10A).
BioID proximity biotinylation-based and FLAG

tag–based coimmunoprecipitation experiments
confirmed the interaction of all four RAS pro-
teins with endogenous LZTR1 (fig. S10, B and C).
Only the four main RAS isoforms interacted spe-
cifically with LZTR1, whereas six related RAS
family GTPases showed no interaction (fig. S11A).
Nine other canonical positive RAS-MAPK path-
way regulators also failed to interact with endo-
genous LZTR1 (fig. S11B). Immunoprecipitations
with extracts derived from LZTR1 knockout cells
confirmed the specificity of the interaction (fig.
S11C). The C-terminal posttranslational acyla-
tions of KRAS proteins appeared to be required
for the interaction with LZTR1 (Fig. 3D and fig.
S11D). Thus, proper membrane-associated lo-
calizationmediatedby this regionmaybe required
for specific interaction with LZTR1.
Stably expressed full-length hemagglutinin

(HA)–tagged LZTR1 protein showed a speckled
and vesicular staining pattern inHeLa, HEK293T,
andHAP1 cells, whereas all domainmutants had
a homogenous cytoplasmic distribution (fig. S12,
A to D). Full-length LZTR1 displayed an over-
lapping localization within speckled and vesicular
compartments with transiently transfected V5-
tagged CUL3 inHeLa cells (fig. S13A). The LZTR1-
stained speckles further overlapped with the
autophagosome marker LC3B fused to mCherry
(fig. S13B), but we failed to detect LZTR1 lo-

calization with marker proteins of the Golgi,
lysosome, peroxisome, or early and late endo-
some compartments (fig. S13C). Isoform-specific
antibodies that recognize endogenous human
RAS isoforms are not available (19). We there-
fore endogenously tagged KRAS (fig. S14A) and
confirmed specificity of detection in immuno-
fluorescence and immunoblotting by means
of genetic inactivation of the tagged genomic
allele (fig. S14, B to D). KRAS localized to a
large number of small-punctate structures, likely
membrane-containing small vesicles (Fig. 3E and
fig. S14D). Inactivation of endogenous LZTR1 led
to an increased RAS signal, particularly at the
periphery of cells, at regions of cell-to-cell contacts
(Fig. 3E and fig. S14D). This phenotype ap-
peared to be dependent on the CUL3 E3 ligase
complex because genetic inactivation of CUL3
led to similar phenotypic changes (Fig. 3E and
fig. S14E).
We also assessed interaction of endogenously

tagged KRAS with exogenous LZTR1 in HAP1
cells (fig. S15A). Exogenous LZTR1 localized to
fewer, larger, and more oblong structures than
did endogenous KRAS (fig. S15B). A fraction of
the LZTR1-stained structures also contained
KRAS. Treatment with the cullin neddylation
inhibitor MLN4924 caused clustering of LZTR1-
containing structures that appeared to surround
particles strongly stained with KRAS (fig. S15B,
MLN4924 panel). Caution is required for the
interpretation of these patterns because LZTR1
was overexpressed, and KRAS was at endoge-
nous concentration. However, the images could
represent a trapped proteostatic process that
involves the two proteins.
We tested whether LZTR1 affected ubiquitina-

tion of RAS proteins by acting as a substrate
adaptor for the CUL3 E3 ligase complex (11, 20).
Ubiquitination of RAS proteins is known, but
little is known of its consequences (21–25). Co-
expression of HA-ubiquitin with either one of
the four RAS isoforms alone only resulted in a
basal state of ubiquitination, but addition of
MYC-tagged CUL3 and V5-tagged LZTR1 led to
increased ubiquitination of RAS proteins (fig.
S16, A to D). LZTR1-deletion mutants that lack
either one or both C-terminal BTB domains or
the N-terminal Kelch domain failed to induce
an equivalent degree of ubiquitination of KRAS4A
(fig. S16A). KRAS4A required the presence of its
C-terminal hypervariable region (HVR) and the
farnesylated cysteine 186 for LZTR1-mediated
ubiquitination (fig. S16E). LZTR1-induced ubi-
quitination was unchanged in cells treated with
a proteasome inhibitor but could be blocked by
cullin neddylation inhibition, which is consistent
with the observed subcellular localization changes
(fig. S16F). Specificity for LZTR1 in the process
was further underscored by the failure of two
prominent CUL3 adaptors, Kelch-like ECH-
associated protein 1 (KEAP1) and Speckle-type
POZ protein (SPOP), to cause a comparable ubi-
quitination (fig. S16G). We used HAP1 cells that
bear endogenously tagged KRAS and tandem
ubiquitin binding domain (TUBE) reagents to
capture endogenously ubiquitinated proteins and

evaluate the contribution of endogenous LZTR1
(26). In the absence of any stimulation, immuno-
precipitation with TUBE purified several proteins
that reacted with pan-ubiquitin antibodies (Fig.
3F, third from top, and fig. S16H). The same pre-
cipitates contained proteins that react with pan-
RAS antibodies (Fig. 3F, second from top). Last,
FLAG antibodies detected a protein not visible in
the whole-cell extract (Fig. 3F, top, and fig. S16H).
TUBE-mediated immunoprecipitation from cor-
responding cells in which LZTR1 had been ge-
netically inactivated did not contain amounts of
RAS detectable with these antibodies (Fig. 3F,
top and second from top, and fig. S16H). The
signal obtained with pan-ubiquitin antibodies
was unchanged (Fig. 3F, third from top, and fig.
S16H). Thus, human LZTR1 appears to mediate
ubiquitination of endogenous human KRAS and
possibly other RAS proteins.
If a main function of LZTR1 is to regulate RAS,

then loss of RAS function should compensate for
loss of LZTR1 activity, as suggested in the fruitfly
epistatic analysis, representing an ideal exper-
imental setup to assess the disease-associated
LZTR1 mutations by their dependency on RAS
activity. We confirmed that loss of LZTR1 func-
tion enhanced RAS activity in K-562 cells (fig.
S17A). We then performed CRISPR/Cas9–based
double-knockoutMCA experiments (fig. S17, B to
D). Single sgLZTR1 and sgLZTR1-sgRen double-
infected cells were resistant to imatinib compared
with control sgRen cells (fig. S17, E and F). sgRNAs
that target KRAS abolished cellular outgrowth,
whereas sgRNAs that target NRAS, HRAS, and
RIT1 failed to do so (fig. S17, E and F). sgLZTR1-
sgKRAS cells had reduced MEK phosphoryla-
tion comparable with that of sgRen cells, whereas
sgNRAS and sgHRAS cells maintained enhanced
MAPK pathway activation (fig. S17G). KRAS in-
activation led to a strong antiproliferative phe-
notype in KBM-7Cas9 cells and, to a lesser extent,
K-562Cas9 cells (fig. S18, A and B), indicating that
the selective requirement of KRAS in mediating
LZTR1-induced enhanced MAPK pathway acti-
vation might represent a prerequisite of KRAS
for BCR-ABL signaling in CML cells. We addi-
tionally used a fibronectin-fold–based monobody,
NS1, which bears low nanomolar affinity for
the dimerization interface of both KRAS and
HRAS and is able to interfere with their signal-
ing activities (27). Cells that stably express the
NS1 monobody did not show increased activa-
tion of the MAPK pathway or drug resistance
associated with loss of LZTR1 function (fig. S18,
C and D).
More than 50 different mutations have been

mapped to the human LZTR1 gene in various dis-
eases (fig. S19,AandB, and table S5) (5,8, 11,28–30).
To establish a mechanistic link between mu-
tations that affect human diseases and the bio-
chemical processes described here, we focused
on LZTR1missense mutations identified in GBM
(11), NS (5), and SWNMT (8) (fig. S20B).Mutation-
bearing LZTR1 cDNAs were tested for their ability
to complement K-562 CML cells deficient in
endogenous LZTR1 (fig. S20A). In contrast to
WT LZTR1, the disease-associated mutations
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Fig. 3. LZTR1 modulates MAPK pathway activation through RAS regula-
tion. (A) Morphology of adult wings from act5C-Gal4, UAS-wIR (act>wIR for
short), and act>CG3711IR #1 RNAi fly lines. Arrow, extra vein; arrowhead,
partial extra vein. (B) Quantification of act>wIR and act>CG3711IR RNAi lines
as percentage of wings with ectopic wing vein formation. P value for
RNAi #1 and #3 in the wing is <0.0001 (****) and for #2 is 0.0255.
(C) Quantification of act>wIR and act>CG3711IR RNAi lines alone or in a
Rase2F/+ background as percentage of wings with ectopic wing vein formation.
For statistical assessment, partial extra vein and extra vein formation have
been combined. P value for both RNAi line comparisons in the wing is

<0.0001 (****). (D) FLAG immunoprecipitates (IP) and whole-cell extracts
(WCE) from K-562rtTA3 cells expressing FLAG-BirA*–tagged GFP or KRAS4A
WT, DHVR, C180S, or C186S after 48 hours of doxycycline treatment were
immunoblotted for the indicated proteins. (E) Confocal microscopy of HAP1
WTcells and HAP1 cells with endogenously FLAG-tagged KRAS transduced
with sgRen.208, sgLZTR1.620, sgLZTR1.466, sgCUL3.852, or sgCUL3.1396 and
stained with antibody to FLAG. Scale bars, 10 mm. (F) TUBE-based purifications
of ubiquitinated proteins and WCE from HAP1 WT and endogenously
FLAG-tagged KRAS cells transduced with sgRen.208 or sgLZTR1.466 were
analyzed by means of immunoblotting with the indicated antibodies.
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failed to reduceMAPKpathway activation, despite
being expressed at a comparable or higher amount
(Fig. 4, A to C). Similarly, all missense mutations
apart from theGBM-associated T288I andR810W
failed to restore sensitivity to imatinib treatment
(fig. S20, C to E). LZTR1 mutations within the
Kelch domain partially retained their localiza-
tion pattern in comparison with the WT protein,
whereas mutations in the BTB/BACK domains
mislocalized to the cytoplasm (fig. S21, A and B).
In agreement, expression of LZTR1 Kelch domain
mutations identified in GBM, NS, and SWNMT
in K-562 WT cells had a resistance-mediating

effect inMCAassays in cells treatedwith imatinib,
whereas BTB/BACK domain mutations did not
(fig. S22, A to C). Furthermore, in contrast to
the LZTR1WT protein, the two mutants R198G
and G248R identified in GBM and NS failed to
induce a similar increase in ubiquitination on
KRAS4A (fig. S22D). These findings provide func-
tional evidence that human LZTR1 missense
mutations identified in GBM, NS, and SWNMT
represent loss-of-function toward ubiquitina-
tion and inhibition of RAS activity.
Together with the accompanying manuscript

on the role of LZTR1 in diseases driven by the

dysregulation of RAS ubiquitination and signal-
ing (31), our work illustrates the importance of
an additional, underappreciated layer of RAS
regulation (Fig. 4D).
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(D) Mechanistic model of CUL3-LZTR1–mediated RAS ubiquitination and
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induced by loss of LZTR1 function.
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SIGNAL TRANSDUCTION

Mutations in LZTR1 drive human
disease by dysregulating
RAS ubiquitination
M. Steklov1,2*, S. Pandolfi1,2*, M. F. Baietti1,2*, A. Batiuk1,2, P. Carai3, P. Najm1,2,
M. Zhang4, H. Jang4, F. Renzi1,2, Y. Cai1,2, L. Abbasi Asbagh1,2, T. Pastor1,2,
M. De Troyer1,2, M. Simicek1,2, E. Radaelli5, H. Brems5, E. Legius5, J. Tavernier6,7,
K. Gevaert6,7, F. Impens8, L. Messiaen5,9, R. Nussinov4,10, S. Heymans3,11,12,
S. Eyckerman6,7, A. A. Sablina1,2†

The leucine zipper–like transcriptional regulator 1 (LZTR1) protein, an adaptor for cullin
3 (CUL3) ubiquitin ligase complex, is implicated in human disease, yet its mechanism
of action remains unknown. We found that Lztr1 haploinsufficiency in mice
recapitulates Noonan syndrome phenotypes, whereas LZTR1 loss in Schwann cells
drives dedifferentiation and proliferation. By trapping LZTR1 complexes from intact
mammalian cells, we identified the guanosine triphosphatase RAS as a substrate for the
LZTR1-CUL3 complex. Ubiquitome analysis showed that loss of Lztr1 abrogated Ras
ubiquitination at lysine-170. LZTR1-mediated ubiquitination inhibited RAS signaling
by attenuating its association with the membrane. Disease-associated LZTR1 mutations
disrupted either LZTR1-CUL3 complex formation or its interaction with RAS proteins.
RAS regulation by LZTR1-mediated ubiquitination provides an explanation for the
role of LZTR1 in human disease.

M
utations concurrent with loss of hetero-
zygosity at leucine zipper–like transcrip-
tional regulator 1 (LZTR1) are associated
with glioblastoma and schwannomatosis
(1–3). LZTR1 mutations predispose for

pediatric neoplasms and are increased over
background in liver and testicular cancers (4, 5).
The most recurrent LZTR1 mutation in cancer
is an inactivating splice-site mutation at codon
217 (fig. S1) (4, 6). LZTR1 constitutes to Noonan

syndrome caused by dysregulation of the gua-
nosine triphosphatase RAS (7–9). However,
how LZTR1 contributes to human disease is
not known.
To uncover Lztr1 disease mechanisms, we used

an Lztr1 deletion mouse model. We found that
loss of Lztr1 is lethal between embryonic day 17.5
(E17.5) and birth (fig. S2A). Lztr1+/− male mice
exhibited decreased weight (fig. S2, B to D) and
facial dysmorphia (Fig. 1A). Lztr1+/− mice, both
male and female, displayed heart malformations,
including decreased left ventricular systolic func-
tion, increased diastolic dimensions, eccentric
hypertrophy, increased cardiomyocyte area, and
reduced longevity (Fig. 1, B and C, and fig. S2, E
and F). Collectively, our results show that Lztr1+/−

mice recapitulate some phenotypes of human
Noonan syndrome patients, indicating that LZTR1
function is evolutionary conserved.
We engineered several cellular models of LZTR1

loss: mouse embryo fibroblasts (MEFs) derived
from Lztr1+/+ and Lztr1−/− mouse embryos, pri-
mary human Schwann cells expressing short
hairpin green fluorescent protein (shGFP) or
shLZTR1, and immortalized human Schwann
cells and HeLa cells with CRISPR-Cas9–mediated
LZTR1-indels (fig. S3). In all tested models, LZTR1
loss increased growth rate (Fig. 1D and fig. S4,
A to C). Overexpression of wild-type LZTR1 (wt-
LZTR1), but not of LZTR1 mutants, reduced the
enhanced growth rate (Fig. 1E and fig. S4, D and
E). Loss of LZTR1 in Schwann cells enhanced two-
dimensional colony and anchorage-independent
(AI) growth (Fig. 1F and fig. S4, F to H), and over-
expression ofwt-LZTR1, but not of disease-associated
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Fig. 1. LZTR1 loss recapitulates disease phenotypes. (A) Morpho-
metric characteristics of the skulls of 12-month-old Lztr1+/+ and
Lztr1+/− male mice. (B) Haematoxylin and eosin–stained heart
ventricular sections. Scale bar, 0.5 mm. The total cardiac area
was quantified by Fiji. In the graph, horizontal lines represent
means ± SD. (C) A mean area of 200 cardiomyocytes measured in
laminin-stained heart sections of Lztr1+/+ and Lztr1+/− mice.
Horizontal lines represent means ± SD. (D) Growth rate of early-
passage MEFs isolated from three Lztr1+/+ and three Lztr1−/−

embryos. (E) Growth rate of Lztr1−/− MEFs expressing an empty

vector (EV), wt-LZTR1, or LZTR1 mutants. n = 3. (F) AI growth of
Schwann cells expressing Cas9 or Cas9/gLZTR1 (gLZTR1, guide
RNA targeting LZTR1). n = 3. (G) AI growth of LZTR1-indel Schwann
cells expressing the indicated constructs. n = 3. M202R, Met202→Arg.
(H) Quantitative real time polymerase chain reaction (qRT-PCR)
analysis of mRNA expression in primary human Schwann cells
expressing shGFP or pooled shLZTR1. n = 3. For (D) to (H), values
are means ± SEM. For (A) to (C) and (F) to (H), P values are from
a two-sided Student’s t test. For (D) and (E), P values were detected
by two-way analysis of variance (ANOVA).
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LZTR1 mutants, suppressed AI growth in LZTR1-
indel cells (Fig. 1G). Furthermore, depletion of
LZTR1 in Schwann cells showed a gene ex-
pression signature (Fig. 1H) resembling that
of proliferating Schwann cells during nerve
regeneration (10). These data suggest that LZTR1
loss drives Schwann cells from quiescent, myeli-
nating cells into proliferating cells.
LZTR1 acts a substrate adaptor for cullin 3

(CUL3) ubiquitin ligase complexes (11). To iden-
tify candidate LZTR1 substrates, we used a mass
spectrometry (MS) Virotrap method, which al-
lowed the trapping of protein complexes from
intactmammalian cells (fig. S5A) (12). The screen
with LZTR1 as bait detected CUL3, Harvey rat
sarcoma viral oncogenehomolog (HRAS), andneu-
roblastomaRAS viral oncogene homolog (NRAS)
among the tophits (Fig. 2A). The reciprocal Virotrap
screenwith theHRAS-deltaCAAXmutant, which
lacks the last four amino acids, confirmed the
complex formation with LZTR1 and identified
CUL3 (Fig. 2B). Furthermore, a panRAS antibody
that recognizes all RAS isoforms coimmunopre-
cipitatedwith hemagglutinin (HA)–tagged LZTR1.
Similarly, Flag-tagged LZTR1 coimmunoprecipi-
tatedwith endogenousRASproteins, but notRAC1
(fig. S5B). Moreover, we introduced a Halo-tag
HiBiT (13) to the LZTR1 locus in HeLa cells and
MEFs (Fig. 2C and fig. S5, C and D). panRAS
antibody coimmunoprecipitated with endoge-
nous RAS and endogenous HiBiT-LZTR1 (Fig.
2C and fig. S5E). Reciprocal coimmunoprecipita-
tions (co-IPs) demonstrated that LZTR1 inter-
acted with each of the three Flag-RAS isoforms
(fig. S5F). Together, these results indicate that
LZTR1, CUL3, and RAS form a complex.
To test whether the LZTR1-CUL3 complex

might control RAS ubiquitination, we performed
an in vitro ubiquitination reaction. We observed
ubiquitination of wt-HRAS specifically in the
presence of the LZTR1-CUL3 complex (fig. S6A).
Coexpression of LZTR1 and CUL3 in human
embryonic kidney (HEK) 293T cells increased
amounts of ubiquitinated RAS (Fig. 2D and fig.
S6B). By contrast, treatment with the cullin
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neddylation inhibitorMLN4924 or loss of LZTR1
led to decreased ubiquitination of all Flag-tagged
RAS protein isoforms (fig. S6, C to F). Thus, the
LZTR1-CUL3 complex can promote ubiquitina-
tion of RAS.
To investigate the role of LZTR1 in ubiquitina-

tion of endogenous RAS, we characterized ubiq-
uitination profiles of Lztr1+/+ and Lztr1−/− MEFs
by MS (Fig. 2E). Ubiquitome analysis revealed
that ubiquitination of Hras at Lys170 (K170) was
abrogated in MEFs lacking Lztr1 (Fig. 2F and
fig. S6G), indicating that endogenous Ras may
serve as a substrate for the LZTR1-CUL3 com-
plex. We also optimized a proximity ligation
assay (PLA) with paired antibodies to ubiquitin
(Ub) and panRAS. Consistent with theMS results,
Hras-K170R (Lys170→Arg) knock-in or depletion
of LZTR1 led to a decrease in panRAS-Ub prox-
imity signals (Fig. 2G and fig. S7). MS analyses
failed to detect any C-terminal peptides of Nras
or Kras, perhaps because these isoforms are not
highly expressed inMEFs and their C termini are
lysine-rich (fig. S8A). However, LZTR1 interacted
with (fig. S5F) and ubiquitinated all three RAS
isoforms (fig. S6F), consistent with evolutionary
conservation of K170 (fig. S8D). Thus, the LZTR1-
CUL3 complex appears to mediate ubiquitination
of all RAS isoforms.

Although multiple truncating and missense
mutations ofLZTR1have been reported inNoonan
syndrome and schwannomatosis (1–3, 14), no
recurrent germline LZTR1 mutations have been
identified to date. Additional sequencing analysis
of blood samples from schwannomatosis pa-
tients revealed several recurrent germline muta-
tions of LZTR1 within the BTB (broad-complex,
tramtrack, and bric-a-brac)–BACK domains pre-
dicted to mediate dimerization and CUL3 bind-
ing (11, 15) (Fig. 3A). Concordantly, the BTB-BACK
LZTR1 mutants, except L812P (Leu812→Pro), ex-
hibited reducedbinding to CUL3 (Fig. 3B and fig.
S9A). Although LZTR1-L812P retained interac-
tion with CUL3, it failed to form dimers (Fig. 3C).
Oligomerization of BTB domains determines
the subcellular distribution of CUL3 adaptors
(15, 16). Indeed, both endogenous and ectopically
expressed HA-tagged LZTR1 showed punctate
endomembrane immunostaining (fig. S9B),
whereas the BTB-BACK domain LZTR1 mutants,
including LTZR1-L812P, showed diffuse cyto-
plasmic staining (Fig. 3D and fig. S9C).
Missense mutations within the LZTR1 Kelch

domain predicted tomediate substrate binding are
also found in humandisease. In co-IP assays, Kelch
domainLZTR1mutants showeddecreasedbinding
to RAS (Fig. 3E). The Kelch domain mutants, like

wt-LZTR1, displayed punctate immunostaining,
but only wt-LZTR1 led to relocalization of RAS
to the LZTR1-CUL3–containing puncta, which
represent loci of LZTR1-CUL3–mediated ubiq-
uitination (Fig. 3F and fig. S9, D and E). Con-
sistently, the LZTR1-L812P mutant, which does
not formpuncta, onlyweakly ubiquitinatedRAS, as
did the LZTR1-Y726* (Tyr726→Stop) mutant (Fig.
3G). Thus, disease-associated LZTR1 mutations
appear to abrogate RAS ubiquitination by dis-
rupting the formation of the RAS-LZTR1-CUL3
complex.
RAS ubiquitination affects RAS–mitogen-

activated protein kinase (MAPK) signaling (17).
Loss of LZTR1 led to increased RAS activity and
phosphorylation of MEK1/MEK2 and ERK1/ERK2
in all tested model systems, whereas enhanced
phosphorylation of V-Akt murine thymoma viral
oncogene homolog (AKT) was cell dependent
(Fig. 4A and fig. S10). After serum stimulation,
Lztr1−/−MEFs showed higher MEK1/MEK2 activ-
ity at all time points, whereas Lztr1+/− MEFs had
higherMEK1/MEK2phosphorylation only at later
time points (fig. S11A). Thus, Lztr1 abundance may
fine-tune the activation of Ras signaling. Restora-
tion of wt-LZTR1 expression in LZTR1-indel cells
decreasedMEK1/MEK2 activity (fig. S11B). Finally,
LZTR1-mutated schwannomas showed strong
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CUL3 purified from HEK293T cells was incubated with HA-tagged LZTR1-
overexpressing cell lysates and then immunoprecipitated using anti-Flag
resin. LZTR1 was detected by immunoblotting with anti-HA antibody.
(C) Cross-linking reactions were performed using HA-tagged LZTR1 pu-
rified from HEK293T cells. LZTR1 was detected by immunoblotting using

anti-HA antibody. (D) Immunostaining of HeLa cells expressing
HA-tagged wt-LZTR1 or LZTR1 mutants with anti-HA antibody. Scale
bar, 10 mm. (E) RAS proteins were immunoprecipitated with antibody
against panRAS. LZTR1 was detected by immunoblotting with anti-HA
antibody. (F) Colocalization of mCherry-NRAS and HA-tagged LZTR1
expressed in HeLa-Cas9/gLZTR1 cells. Values are means ± SEM.
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staining of phosphorylated ERK1/ERK2 com-
pared to wt-LZTR1 nerve trunk (fig. S11, C and
D). TheMEK1 inhibitor pimasertib abolished the
colony growth difference between wt-LZTR1 and
LZTR1-mutant cells (fig. S11E). Pimasertib treat-
ment also rescued the embryonic lethality of
Lztr1−/− mice (Fig. 4B). Thus, LZTR1-mediated
phenotypes arise, at least in part, from increased
RAS signaling.
Although our MS analysis detected Ras ubiq-

uitination at several lysines, loss of Lztr1 ab-
rogated ubiquitination of Ras only at K170 (Fig.
4C). Thus, ubiquitination of Hras at K170 may
specifically require Lzrt1. Indeed, though LZTR1

depletion hindered ubiquitination of wt-HRAS,
it did not affect ubiquitination of the HRAS-
K170R mutant (Fig. 4D). Loss of LZTR1 also
abolished the difference in Ras ubiquitination
between wt-Hras and Hras-K170R MEFs (Fig.
4E and fig. S12A). Nonetheless, the LZTR1-
CUL3 complex did ubiquitinate mutant HRAS-
K170R in vitro (fig. S6A). The site specificity in
vivo could be directed by anchoring of RAS to
the membrane. Moreover, overexpression of
the HRAS-K170R mutant led to higher activa-
tion of ERK1/ERK2 than did overexpression of
wt-HRAS, and LZTR1 depletion did not affect
ERK1/ERK2 activity in cells overexpressing HRAS-

K170R (Fig. 4F and fig. S12B). K170R knock-in
MEFs also showed increased MAPK signaling
and growth rates (fig. S12, C and D). Collectively,
these data indicate that LZTR1-mediated ubiq-
uitination of RAS at K170 suppresses RAS-MAPK
signaling.
Ubiquitination of RAS can inhibit its activ-

ity by triggering its degradation (18). However,
quantitative MS analysis did not reveal an in-
crease in RAS protein abundance in Lztr1−/−MEFs
(fig. S6G). wt-LZTR1 and LZTR1-indel Schwann
cells treated with the protein synthesis inhibitor
cycloheximide also showed similar RAS stabil-
ity (fig. S12E), Thus, LZTR1 regulates RAS by a
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nondegradative mechanism. Ubiquitination of
RAS also induces its relocalization to endomem-
branes (19, 20). However, LZTR1 overexpression
increased the endomembrane fraction of both
wt-RAS and the HRAS-K170R mutant (fig. S12F).
LZTR1 alone also only slightly increased RAS
ubiquitination (Fig. 2D) and did not affect the
MAPK pathway (fig. S12G), suggesting that LZTR1
overexpression promotes endomembrane local-
ization of RAS independently of its ability to
mediate ubiquitination at K170.
To assess how ubiquitination of RAS at K170

controls its activity, we elucidated modes of the in-
teraction between RAS and conjugated Ub. LZTR1
colocalized with NRAS at RAB11–Transferrin
receptor–positive recycling endosomes (fig. S13),
suggesting that LZTR1 regulates ubiquitination
of farnesylated and palmitoylated RAS. Therefore,
we performed molecular simulations on lipidated
RAS. In the initial structures of Ub conjugated to
K170 of RAS, the hypervariable regions (HVRs) of
RAS exposed their anchor portions to the solu-
tion. The long-lasting simulations showed that
Ub secured the anchor portion of the HVR by
sequestering the farnesyl and palmitoyl groups
(fig. S14). Concordantly to a rapid kinetics of
spontaneous insertion of lipidated RAS into the
membrane (21–24), the HVRs of nonubiquitinated
RAS straightforwardly associated with mem-
branes. However, Ub conjugation to K170 of RAS
prevented the HVRs from binding to and in-
serting into membranes (Fig. 4G). Thus, ubiq-
uitination at K170 may disrupt the association of
RAS to the membrane. Indeed, loss of LZTR1 or
Hras-K170R knock-in increased the fraction of
membrane-bound RAS (Fig. 4, H and I, and fig.
S15). These results are all consistent with RAS
ubiquitination at K170 inhibiting RAS activity by
impairing its association with the membrane.
Our results indicate that LZTR1-mediated

ubiquitination of RAS on K170 modulates RAS

activity, dysregulation of which leads to human
disease. An accompanying study shows that
LZTR1 dysregulation also confers drug resistance
(25). Understanding this unconventional mech-
anism of RAS activation may help to identify
patients who might benefit from RAS pathway
inhibitors and inform new therapeutic approaches
for these patients.

REFERENCES AND NOTES

1. I. Paganini et al., Eur. J. Hum. Genet. 23, 963–968 (2015).
2. A. Piotrowski et al., Nat. Genet. 46, 182–187 (2014).
3. M. J. Smith et al., Neurology 84, 141–147 (2015).
4. Cancer Genome Atlas Research Network, Cell 169, 1327–1341.

e23 (2017).
5. Z. Ge et al., Cell Rep. 23, 213–226.e3 (2018).
6. A. K. Witkiewicz et al., Nat. Commun. 6, 6744 (2015).
7. P. C. Chen et al., Proc. Natl. Acad. Sci. U.S.A. 111, 11473–11478

(2014).
8. J. J. Johnston et al., Genet. Med. 20, 1175–1185 (2018).
9. G. L. Yamamoto et al., J. Med. Genet. 52, 413–421 (2015).
10. K. R. Jessen, R. Mirsky, J. Anat. 200, 367–376 (2002).
11. P. J. Stogios, G. S. Downs, J. J. S. Jauhal, S. K. Nandra,

G. G. Privé, Genome Biol. 6, R82 (2005).
12. S. Eyckerman et al., Nat. Commun. 7, 11416 (2016).
13. M. K. Schwinn et al., ACS Chem. Biol. 13, 467–474 (2018).
14. S. Hutter et al., Acta Neuropathol. 128, 449–452 (2014).
15. P. Genschik, I. Sumara, E. Lechner, EMBO J. 32, 2307–2320 (2013).
16. M. R. Marzahn et al., EMBO J. 35, 1254–1275 (2016).
17. L. K. Nguyen, W. Kolch, B. N. Kholodenko, Cell Commun. Signal.

11, 52 (2013).
18. T. Zeng et al., Cell Rep. 7, 871–882 (2014).
19. L. Xu, V. Lubkov, L. J. Taylor, D. Bar-Sagi, Curr. Biol. 20,

1372–1377 (2010).
20. H. Yan, M. Jahanshahi, E. A. Horvath, H. Y. Liu, C. M. Pfleger,

Curr. Biol. 20, 1378–1382 (2010).
21. H. Jang et al., J. Biol. Chem. 290, 9465–9477 (2015).
22. H. Jang, A. Banerjee, T. Chavan, V. Gaponenko, R. Nussinov,

J. Biol. Chem. 292, 12544–12559 (2017).
23. H. Jang et al., FASEB J. 30, 1643–1655 (2016).
24. H. Jang, S. Muratcioglu, A. Gursoy, O. Keskin, R. Nussinov,

Biochem. J. 473, 1719–1732 (2016).
25. J. W. Bigenzahn et al., 362, 1171–1177 (2018).

ACKNOWLEDGMENTS

We thank R. Sciot for providing us with nerve trunk samples
and N. Samyn for technical support in performing Virotrap
experiments. Funding: H2020 European Research Council
(ub-RASDisease) (A.A.S.), Research Foundation Flanders (FWO)

fellowships (M.F.B.), FWO Research project G068715N (A.A.S.),
and Stichting Tegen Kanker F/2014/257 (A.A.S.); European
Research Council FP7 305507 (HOMAGE) (S.H.); FP7-Health-2013-
Innovations-1 602156 (HECATOS) (S.H.); the Netherlands
Cardiovascular Research Initiative, the Dutch Heart Foundation,
CVON2011-ARENA (S.H.), CVON2016-Early HFPEF (S.H.), CVON
2017 (S.H.), ShePREDICTS (S.H.), and CVON2017-ARENA
PRIME (S.H.); and federal funds from the Frederick National
Laboratory for Cancer Research, NIH, under contract
HHSN261200800001E (R.N.), and the Intramural Research
Program of the NIH Frederick National Laboratory, Center for
Cancer Research (R.N.). The content of this publication does not
necessarily reflect the views or policies of the U.S. Department of
Health and Human Services nor does mention of trade names,
commercial products, or organizations imply endorsement
by the U.S. government. All simulations were performed using the
high-performance computational facilities of the Biowulf PC/Linux
cluster at the National Institutes of Health, Bethesda, MD
(https://hpc.nih.gov/). Author contributions: M.St., F.R., S.P.,
and M.Si. performed biochemical experiments; M.St., M.F.B.,
and S.P. performed cellular experiments; M.F.B. and T.P. performed
qRT-PCR analysis; M.F.B. performed PLA analyses; M.F.B. and
P.N. performed immunofluorescence experiments; S.P. and M.D.T.
performed mice experiments; A.B. and Y.C. generated CRISPR
clones; L.A.A. performed experiments on nonimmortalized
Schwann cells; E.R. and P.C. performed the immunohistochemistry
staining and analysis; S.E., K.G., and J.T. designed and
performed the Virotrap screen; F.I. performed the MS analysis;
L.M., E.L., and N.R. performed mutation analysis of
schwannomatosis patients; R.N., M.Z., and H.J. performed
protein simulations; P.C. and S.H. performed the
echocardiography analysis; M.St., M.F.B., S.P., and A.A.S.
analyzed the data; and A.A.S. wrote the manuscript. All authors
discussed the results and commented on the manuscript.
Competing interests: No potential conflict of interest was
reported by the authors. Data and materials availability: We
thank the EUCOMM Consortium for providing us Lztr1tm1a

(EUCOMM)Wtsi embryonic stem cells. Lztr1tm1a(EUCOMM)Wtsi

embryonic stem cells are available from EUCOMM under a
material transfer agreement with the EUCOMM Consortium.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/362/6419/1177/suppl/DC1
Materials and Methods
Figs. S1 to S15
References (26–41)

30 August 2017; resubmitted 31 May 2018
Accepted 30 October 2018
Published online 15 November 2018
10.1126/science.aap7607

Steklov et al., Science 362, 1177–1182 (2018) 7 December 2018 5 of 5

RESEARCH | REPORT
on D

ecem
ber 11, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

https://hpc.nih.gov/
http://www.sciencemag.org/content/362/6419/1177/suppl/DC1
http://science.sciencemag.org/


MOLECULAR BIOLOGY

A DNA methylation reader complex
that enhances gene transcription
C. Jake Harris1*, Marion Scheibe2*, Somsakul Pop Wongpalee1†, Wanlu Liu1,
Evan M. Cornett3, Robert M. Vaughan3, Xueqin Li4, Wei Chen4, Yan Xue1,
Zhenhui Zhong1,5, Linda Yen1, William D. Barshop6, Shima Rayatpisheh6‡,
Javier Gallego-Bartolome1, Martin Groth1§, Zonghua Wang5,7, James A. Wohlschlegel6,
Jiamu Du4, Scott B. Rothbart3, Falk Butter2||, Steven E. Jacobsen1,8||

DNA methylation generally functions as a repressive transcriptional signal, but it is also
known to activate gene expression. In either case, the downstream factors remain
largely unknown. By using comparative interactomics, we isolated proteins in Arabidopsis
thaliana that associate with methylated DNA. Two SU(VAR)3-9 homologs, the transcriptional
antisilencing factor SUVH1, and SUVH3, were among the methyl reader candidates. SUVH1
and SUVH3 bound methylated DNA in vitro, were associated with euchromatic methylation in
vivo, and formed a complex with two DNAJ domain-containing homologs, DNAJ1 and DNAJ2.
Ectopic recruitment of DNAJ1 enhanced gene transcription in plants, yeast, and mammals.
Thus, the SUVH proteins bind to methylated DNA and recruit the DNAJ proteins to enhance
proximal gene expression, thereby counteracting the repressive effects of transposon
insertion near genes.

D
NA methylation frequently marks trans-
posable elements (TEs) in eukaryotic ge-
nomes (1–3). In plants, the RNA-directed
DNA methylation (RdDM) pathway is re-
sponsible for the initial establishment of

methylation in CG, CHG, and CHH contexts (4).
TE insertions can exert a transcriptional effect
on neighboring genes (5–8), and promotermeth-
ylation is typically associated with gene repres-
sion (9).However, exceptions existwhere promoter
methylation is required for gene expression (10–14).
The downstream factors that perceive meth-
ylation to mediate these divergent transcrip-
tional effects are still poorly characterized, and
little is known of how methylation can stimu-
late gene transcription.
To identify proteins in Arabidopsis thaliana

that recognize methylated DNA, we incubated

nuclear extract from floral bud tissue with either
methylated or unmethylated biotinylated double-
stranded DNA oligonucleotides, affinity purified
the DNA, and subjected the associated proteins
to high-resolution mass spectrometry followed
by label-free comparative analysis (15) (fig. S1).
We usedDNA sequences that are naturallymethyl-
ated in vivo and two distinct DNA sequences for
each of the CG, CHG, and CHHmethylation con-
texts (fig. S2). A total of 41 proteins were signifi-
cantly methyl enriched in at least one pull-down
assay, including many candidates with known
or predicted methyl-binding activity involved
in gene silencing and methylation control (fig.
S3). By requiring that candidates be significantly
enriched in both DNA sequences for each of
CG, CHG, and CHH, we obtained a stringent
list of 10 candidates (Fig. 1A). Of these, relatively
little is known about the role of the highly related
SUVH1 and SUVH3 proteins (16) or the DNAJ
proteins.
Recently, SUVH1 was isolated from an anti-

silencing screen and was shown to promote the
expression of promoter methylated genes (17). As
SUVH1 and SUVH3 contain a SET- and RING-
associated (SRA) domain (18), they are predicted
to bind methylated DNA directly. Using fluores-
cence polarization (FP) and microscale thermo-
phoresis (MST), we confirmed an SRA-dependent
methyl-binding preference for recombinant SUVH1
and SUVH3 proteins, respectively, in CG, CHG,
and CHH contexts (Fig. 1B and fig. S4). Chroma-
tin immunoprecipitation sequencing (ChIP-seq)
of transgenic lines expressing FLAG-tagged SUVH1
or SUVH3 showed that their localization was
essentially identical (fig. S5A) and that they co-
localized with CHHmethylation deposited by the
RdDM pathway (Fig. 2A and fig. S5B). SUVH1
and SUVH3 displayed enrichment directly over
NRPE1 sites (19) [the largest subunit of the

RdDM component RNA polymerase V (Pol V)]
(Fig. 2B and fig. S5C) and showed preferential
localization over short TEs and at the edges of
long TEs (Fig. 2C and fig. S5D), which are hall-
marks of RdDM localization (20, 21). There was a
positive correlation between SUVH1 and SUVH3
enrichment and RdDM-deposited CHH methyl-
ation (mCHH) at both local and genome-wide
scales (fig. S5, E to H). Using random forest
regression, we observed that mCHH was the
strongest predictor for SUVH1 binding in vivo
(Fig. 2, D and E).
The nearly perfect colocalization of SUVH1

with RdDM sites predicts that RdDM pathway
mutants might reduce SUVH1 occupancy. ChIP-
seq of SUVH1 in nrpd1, nrpe1, or drm1/2 RdDM
mutant backgrounds (4) showed that SUVH1
enrichment was essentially eliminated (Fig. 2F
and fig. S6). To exclude the possibility that inter-
action with RdDM proteins, rather than DNA
methylation itself, was responsible for SUVH1
recruitment, we compared ChIP-seq results for
an SRA domain amino acid changemutant [with
tyrosine-277 mutated to alanine (Y277A)] that
abrogated methyl binding, SUVH1Y277A (Fig. 1B).
Indeed, SUVH1Y277A showed highly reduced re-
cruitment and association with CHH methyla-
tion (Fig. 2G and fig. S7).
Whole-genome bisulfite sequencing (WGBS)

revealed that SUVH1 ChIP-seq peaks were char-
acterized by local CHHmethylationmaxima and
that in suvh1, suvh3, and double mutant suvh1
suvh3 plants, methylation levels were unperturbed
(17) (fig. S8A). This indicated that SUVH1 and
SUVH3 are not required for methylation main-
tenance and act strictly as methyl readers. RNA
sequencing (RNA-seq) of suvh1, suvh3, and suvh1
suvh3 confirmedmany of the previously identified
(17) promoter methylated genes that require
SUVH1 for expression (fig. S8B) and showed re-
duced expression at genes proximal to RdDM
sites (22) (fig. S8C).
SUVH1 and SUVH3 might enhance transcrip-

tion by directly impacting chromatin (18), as both
encode SET domains of the SU(VAR)3-9 family
that typically methylate histone H3’s lysine-9
(23). However, we were unable to detect his-
tone methyltransferase (HMT) activity in vitro
(fig. S9) or changes in dimethylation of histone 3
lysine-9 (H3K9me2) levels in suvh1 suvh3mutants
in vivo (17) (fig. S10). Furthermore, SUVH1Y524F

and SUVH1Y638F predictedHMT catalyticmutants
(18), but not the SUVH1Y277A methyl-binding mu-
tant, were able to complement suvh1, indicating
that HMT activity is nonessential for function in
vivo (fig. S11). Chromatin accessibility, as profiled
by ATAC-seq (a sequencing technique based on
an assay for transposase-accessible chromatin),
was also unchanged in suvh1 suvh3 mutants
(fig. S12).
Next, we assessedwhether SUVH1 and SUVH3

might enhance transcription by acting as a
recruitment platform (24). Immunoprecipitation
followed bymass spectrometry (IP-MS) of SUVH1
and SUVH3 identified that each pulled down the
other and also DNAJ1 and DNAJ2 (Figs. 1A and
3A and fig. S13). IP-MS of DNAJ1 and DNAJ2
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showed that each of these pulled down the
other and also SUVH1 and SUVH3 (Fig. 3A and
fig. S13), indicating that SUVH1, SUVH3, DNAJ1,
and DNAJ2 interact in vivo. We confirmed the
interactions between SUVH1 and SUVH3 with
DNAJ and DNAJ2 by coimmunoprecipitation in
Nicotiana benthamiana and in yeast two-hybrid
assays (figs. S14 and S15). To assess the strength
of the interaction, we expressed all four proteins
in the same bacterial cell and performed affinity
purification of either SUVH1 or SUVH3, finding
that bothDNAJ1 andDNAJ2 remained associated
even under 500mM NaCl conditions (fig. S16).
DNAJ1 and DNAJ2 lack any discernible methyl-

binding domain, but they are robustly associated
with SUVH1 and SUVH3, suggesting that SUVH1
and SUVH3 may be responsible for recruiting
DNAJ1 and DNAJ2 to methylated DNA (Fig. 1A).
We repeated aCHHcontext pulldown experiment
with suvh1 suvh3 and dnaj1 dnaj2 doublemutant
plants. DNAJ1 and DNAJ2 were no longer asso-
ciated with methyl-DNA in suvh1 suvh3, while
SUVH1 and SUVH3 methyl-DNA binding was
unaffected in dnaj1 dnaj2 (fig. S17). Thus, SUVH1
and SUVH3 are required to recruit DNAJ1 and
DNAJ2 to methylated DNA. We performed
ChIP-seq of DNAJ1 and DNAJ2 and found a
tight genome-wide correlation with SUVH1 and
SUVH3 (Fig. 3, B and C, and fig. S18, A and B). As

with suvh1 suvh3, there was no effect on DNA
methylation levels in dnaj1 dnaj2mutants, con-
sistent with a downstream reader function (fig.
S18C). To assess whether DNAJ1 and DNAJ2 are
required for the transcriptional enhancement
activity of SUVH1 and SUVH3, we performed
RNA-seq on dnaj1, dnaj2, and double mutant
dnaj1 dnaj2 plants. The dnaj1 dnaj2 transcrip-
tome was strongly positively correlated with that
of suvh1 suvh3 (Fig. 3D and fig. S19), and RdDM
proximal genes showed reduced expression
in both suvh1 suvh3 and dnaj1 dnaj2 double
mutants (fig. S20). ROS1 is one of the few
loci known to require methylation for expres-
sion (11, 12), and indeed we observed reduced
expression of ROS1 in both the suvh1 suvh3 and
dnaj1 dnaj2 backgrounds, despite methylation
levels being maintained (fig. S21). Furthermore,
genes with promoters proximal to SUVH1 peaks
generally showed reduced expression in both
the suvh1 suvh3 and dnaj1 dnaj2 double mu-
tants (Fig. 3E). Together, these data indicate
that DNAJ1 and DNAJ2 interact with SUVH1
and SUVH3, are recruited to sites of RdDM,
and promote the expression of proximal genes.
The yeast two-hybrid experiments revealed

that binding domain (BD)-fused DNAJ1 induced
expression of the reporter even when cotrans-
formed with an unfused activation domain con-

struct (fig. S15). This suggested that DNAJ1 alone
may be sufficient to stimulate expression of the
reporter, which we confirmed in a yeast one-
hybrid assay (fig. S22A). We fused DNAJ1 to a
zinc finger protein (ZF108) (24) behind the
UBQ10 promoter and cotransformed it into
N. benthamiana with a reporter construct con-
taining either the ZF108 target site or a scrambled
target site in the promoter region. Expression of
the ZF108 target reporter was increased by ap-
proximately threefold above that of the scrambled
promoter (fig. S22B). To assesswhetherDNAJ1 can
function in a mammalian context (25), we trans-
fected N2a cells and found that Gal4 DNA-binding
domain (Gal4BD)–fused DNAJ1 was able to stim-
ulate transcription of the reporter by 5- to 10-fold
(fig. S22C).
Next, we generated stable transgenicA. thaliana

lines using the UBQ10::ZF108-DNAJ1 construct.
The first-generation independent transgenic lines
displayed severe morphological defects (fig. S23).
RNA-seq and ChIP-seq (Fig. 4A) on these UBQ10::
ZF108-DNAJ1 lines showed that up- but not
down-regulated genes were significantly enriched
for overlap with ZF108-DNAJ1 ChIP-seq peaks
(observed over expected = 2.26, hypergeometric
test P = 7.7e−71) (fig. S24). As controls, we gener-
ated UBQ10::ZF108-YPET and UBQ10::DNAJ1
(without ZF108) transgenic plants and found no
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Fig. 1. Comparative interactomics identifies methyl reader proteins.
(A) Heatmap of methyl-binding preferences for proteins identified
as significantly enriched in two different underlying DNA sequences
per methyl-cytosine (mC) context (mCG, mCHG, mCHH). NA, the protein
was not detected. FWA, MEA, SDC, and SUP represent four in vivo-
methylated loci. Probes are listed in fig. S2. (B) FP binding assays to

quantify the interaction of SUVH1 with methylated or unmethylated probes
in CG, CHG, and CHH contexts (left) or an amino acid change version,
SUVH1Y277A, predicted to abrogate methyl binding (18) (right). Binding
affinities are indicated by dissociation constants (Kd) values. Error
bars represent SEM of technical replicates. The data are representative
of two independent experiments.
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Fig. 2. SUVH1 is
recruited by RdDM-
associated mCHH.
(A) SUVH1 enrichment at
loci defined by loss of
methylation (hypomethyla-
tion). Differentially methy-
lated regions (DMRs) in
mutant genotypes are indi-
cated.The DRM1 and
DRM2 methyltransferases
are responsible for mCHH
at RdDM target sites, while
mCG, mCHG, and hetero-
chromatic mCHH are
maintained by MET1,
CMT3, and CMT2, respec-
tively (1). *,met1 hypo CG
DMRs that overlap with
drm1/2 hypo CHH DMRs
were removed. (B) SUVH1
enrichment at NRPE1
peaks. (C) SUVH1 enrich-
ment at NRPE1-associated
short (<500-bp) vs. long
(>5-kb) TEs. (D) Relative
importance of genomic
features in predicting SUVH1 binding, based on the random forest regressor
algorithm. Error bars represent SEM from five random permutations of the
training set. (E) Area under receiver–operating characteristic curves (AUC)
model accuracy using all features (left) vs. accuracy usingmCHHalone (right).
(F) Boxplot of SUVH1 enrichment in suvh1, nrpe1, nrpd1, and drm1 drm2

mutant backgrounds at SUVH1 peaks. (G) Scatterplot of SUVH1 over SUVH1Y277A

enrichment vs. mCHHmethylation percentage at SUVH1 peaks. Line of best fit
is shown in blue, with adjusted R2 and P values indicated. Data in the lower
panel indicate kernel density for mCHH. Average methylation levels and
enrichment are calculated from the200-bp regions surrounding thepeaksummits.

Fig. 3. SUVH1,
SUVH3, DNAJ1, and
DNAJ2 interact,
colocalize, and are
required for the
expression of
proximal genes.
(A) IP-MS results for
tagged lines. Only
proteins present in
each of the four
transgenic [but not
wild-type (WT)] pull-
downs are presented.
NSAF, normalized
spectral abundance
factor, averaged from
two biological repli-
cates. (B) Represent-
ative browser track
showing ChIP-seq of
SUVH1, SUVH3,
DNAJ1, and DNAJ2
(normalized reads,
FLAG-tagged versions
minus WT) (top four
lines) and methylation
fraction (bottom
three lines) at a
methylated locus. (C) Pearson’s correlation of genome-wide ChIP-seq
profiles at 1-kb resolution. H3K23ac from (20) was used as an outgroup
control. (D) Scatterplot of FPKM fold change over WT of dnaj1 dnaj2
double vs. suvh1 suvh3 double at genes that were differentially expressed

in suvh1 suvh3. Line of best fit is shown in red, with adjusted R2

and P values indicated. (E) Boxplot of expression change for genes
proximal to SUVH1 binding sites. n, number of genes. *P < 0.05
(Mann-Whitney test).

RESEARCH | REPORT
on D

ecem
ber 6, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


morphological defects or transcriptional changes
associated with ZF108 peaks, indicating that
neither ZF108 binding nor DNAJ1 overexpres-
sion was sufficient to cause the transcriptional
defects observed (fig. S24). In addition, bulk
levels of RNA were increased over ZF108-DNAJ1
peaks (n = 4951), and there was a clear promoter
proximal effect on transcription (Fig. 4, B to D).
In contrast, neither up- nor down-regulated gene
sets showed an association with TEs or RdDM
sites, indicating that ZF108-DNAJ1 acts primarily
at ectopic locations driven by ZF108 binding (fig.
S25). Together, these data showed that recruit-
ment of DNAJ1 increases the expression of prox-
imal neighboring genes.
Given that SUVH1, SUVH3, DNAJ1, andDNAJ2

are localized at RdDM sites, including many TE
sequences, an interesting paradox is what prevents
TEs themselves from being reactivated. FWA, the
gene that ZF108 was designed to target (24), is
stably silent in wild-type plants and experienced
no transcriptional up-regulation in transgenic
plants, despite clear localization of ZF108-DNAJ1
to FWA (Fig. 4A and fig. S26). We reasoned that
the transcriptional enhancement effect of DNAJ1
may be limited to genes that are already ex-
pressed, as opposed to traditional transcriptional

activator proteins, such as VP16, that can activate
transcription of stably silent genes (26). Parsing
the ZF108-DNAJ1 overlapping genes into expres-
sion deciles revealed that only genes with
moderate expression in the wild type, but not
those in the lowest or higher expression dec-
iles, experienced transcriptional assistance (Fig.
4E). This provides a simple explanation for the
paradox, as only proximal expressed geneswould
be affected, leaving TEs silent.
We propose that SUVH1 and SUVH3 in com-

plex with DNAJ1 and DNAJ2 evolved to coun-
teract the repressive effect of TE insertion near
genes (8, 27, 28), thereby facilitating access to the
gene regulatory diversity provided by TE pro-
liferation (29–31). This is consistent with SUVH1,
SUVH3, DNAJ1, and DNAJ2 being recruited
downstream of the RdDM pathway, which is
known to target evolutionarily young TEs and
to causemild repression of genes near TEs (22).
The complex of SUVH1, SUVH3, DNAJ1, and
DNAJ2 also reveals a potential mechanism to
explain examples ofmethylation-dependent gene
expression (11–13). Overall, these findings shed
light on how methylation can act to fine-tune
gene expression by balancing both repressive
and activating transcriptional effects.
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Fig. 4. ZF108-DNAJ1 transcriptionally activates mildly expressed proximal loci. (A) Browser
track showing the ZF108-DNAJ1 ChIP-seq profile at FWA. The red arrow indicates the genomic
location of the designed ZF108 target binding site. (B) Metaplot of expression change, centered on
ZF108-DNAJ1 vs. random peaks. (C) Boxplot of expression changes for genes with promoters
proximal to ZF108-DNAJ1 binding sites. n, number of genes. *P < 0.05 (Mann-Whitney test).
(D) Observed over expected ratio for overlap of ZF108-DNAJ1 sites with up- or down-regulated
ZF108-DNAJ1 gene promoters. (E) Boxplot of expression change for genes that overlap with ZF108-
DNAJ1 peaks (upper panel), arranged by ascending WT expression decile (lower panel). Genes that
lacked expression in both genotypes were removed. *P < 0.05 (Mann-Whitney test).
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BIOPHYSICS

Viscous control of cellular respiration
by membrane lipid composition
Itay Budin1,2*, Tristan de Rond1,3†, Yan Chen1,4, Leanne Jade G. Chan1‡,
Christopher J. Petzold1,4, Jay D. Keasling1,2,5,6,7,8*

Lipid composition determines the physical properties of biological membranes and can
vary substantially between and within organisms. We describe a specific role for the
viscosity of energy-transducing membranes in cellular respiration. Engineering of fatty
acid biosynthesis in Escherichia coli allowed us to titrate inner membrane viscosity across
a 10-fold range by controlling the abundance of unsaturated or branched lipids. These
fluidizing lipids tightly controlled respiratory metabolism, an effect that can be explained
with a quantitative model of the electron transport chain (ETC) that features diffusion-
coupled reactions between enzymes and electron carriers (quinones). Lipid unsaturation
also modulated mitochondrial respiration in engineered budding yeast strains. Thus,
diffusion in the ETC may serve as an evolutionary constraint for lipid composition in
respiratory membranes.

C
ell membranes contain a multitude of dis-
tinct lipid components, but understanding
how specific lipids influence biological func-
tion is challenged by limited tools for their
manipulation in vivo (1). Lipids can deter-

mine the physical characteristics of membranes
(2), such as their viscosity, and these properties
are homeostatically maintained by cells (3). In a
classic example (fig. S1), the bacteriumEscherichia
coli increases the proportion of phospholipid acyl
chains with double bonds (unsaturation) with de-
creasing growth temperatures, thereby maintain-
ing a constant membrane viscosity (4). Similar
lipid adaptations have been widely observed
across organisms (5), suggesting that universal
processes are mediated bymembrane viscosity.
To investigate functions for membrane viscos-

ity in vivo, we used metabolic engineering strat-
egies to genetically modulate lipid composition
in E. coli (fig. S2). FabB [b-ketoacyl-(acyl carrier
protein) synthase I] carries out the rate-limiting
step (6) for production of unsaturated fatty acids
(UFAs) during fatty acid (FA) biosynthesis (Fig. 1A).
We replaced the chromosomal copy of fabB
with one under control of an L-arabinose–induced

promoter (PBAD) in a strain background that al-
lows for titratable and homogeneous expression
(7, 8). After further tuning FabB levels with Shine-
Dalgarno sequence variants (fig. S2C), we gen-
erated strains with controllable UFA amounts
ranging from ~15% [the minimum amount for
survival (9)] to ~80% of all FAs at 37°C (Fig. 1B).
This modulation resulted primarily from the sub-
stitution of palmitate (C16:0) with vaccenate (C18:1)
acyl chains (fig. S3A), which was observed in all
phospholipid species (fig. S3B) and maintained
throughout exponential growth (fig. S3D). Mem-
brane ordering, as measured by steady-state an-
isotropy of diphenylhexatriene (DPH), steadily
decreased with increasing lipid unsaturation in
both inner membrane vesicles and protein-free
liposomes (Fig. 1C). To estimate the effect of lipid
unsaturation on membrane microviscosity, we
measured diffusion coefficients of a nitrobenzox-
adiazole (NBD)–conjugated phosphoethanolamine
(PE) in giant E. coli inner membrane vesicles
(GEVs) using fluorescence recovery after pho-
tobleaching (FRAP) (Fig. 1D). From these data,
viscosities were derived by using the Saffman-
Delbrück approximation (10) and showed a 10-
fold range (~2 to 20 poise) as UFA content was
modulated.
To identify physiological functions for UFAs,

we correlated exponential growth rates with sam-
pled lipid compositions in cells producing various
amounts of FabB (Fig. 2A). Growth rates generally
featured a biphasic dependence on lipid unsatu-
ration: a sharp fitness cliff leading to a cessation of
cell growth at low UFA levels (15 to 20% at 37°C,
regime I), followed by increasing growth rates
with higher UFA content (regime II). Regime I
corresponded to the minimum amount of UFAs
required (e.g., in fig. S1) and was observed under
all conditions. By contrast, regime II was de-
pendent on media with nonfermentable carbon
sources, where growth is tightly coupled to ade-
nosine 5´-triphosphate production through the
electron transport chain (ETC) (11). Under fer-

mentation conditions, when cells depend on gly-
colysis and are resistant to respiratory uncouplers
(fig. S4D), growth rates were unaffected by UFAs
in regime II (Fig. 2A). An analysis of stress re-
sponse factors (Fig. 2B) showed that that low
UFA levels caused both an oxidative stress re-
sponse (OSR), which can result from ETC inhib-
ition (12), and a heat shock response (HSR),
which is activated by misfolded proteins (13).
However, HSR activation occurred only as mem-
branes approached a gel phase transition at the
growth temperature (fig. S5B), and coincidedwith
the mislocalization of membrane proteins (fig.
S5C) and defects in cell division (fig. S5D). We
therefore concluded that increasing proportions
of saturated lipids trigger envelope stress as
membranes become highly ordered (regime I),
but also have a second, respiratory role over a
broader range of stoichiometry (regime II).
When titrating FA synthesis, cellular respira-

tion rates were tightly coupled to changes in un-
saturated lipid content (Fig. 2C). This effect was
independent of electron donor (for example, suc-
cinate or glycerol), electron acceptor (oxygen or
nitrate), proton motive force (PMF) uncoupling,
oxygen concentration (fig. S6A), and growth stage
(fig. S6B). Wild-type cells overproducing UFAs
through fabB overexpression or deletion of the
regulator fabR similarly showed increased respi-
ratory rates (fig. S6C).Under glucose fermentation,
low lipid unsaturation led to the accumulation of
pyruvate and lactate as secreted organic acids
and a depletion of succinate. Such a mixed acid
fermentation profile is consistent with ETC in-
hibition (fig. S6D).
To test if respiratory regulation occurs through

a physical effect, we engineered a heterologous
system for controllingmembrane viscosity based
on branched-chain fatty acid (BCFA) synthesis
(Fig. 2D). Introduction of the bkd operon (for
biosynthesis of b-ketoacids) and fabH (for ini-
tiation of BCFA synthesis) from Bacillus subtilis
led to the accumulation of BCFAs in membrane
lipids (fig. S7A), especially when amounts of UFA
were low (fig. S7B). BCFA biosynthesis fluidized
membranes (fig. S7C) and rescued growth defects
from low lipid unsaturation (fig. S7D), even at
amounts of UFAs that were otherwise lethal (fig.
S7E). Uncoupled respiration rateswere increased
by BCFAs in addition to UFAs, and the effects of
both FA species were preserved in isolated mem-
brane vesicles (Fig. 2E).
We considered three mechanisms by which

membrane viscosity could control ETC function.
First, substrate uptake could be dependent on
membrane properties, especially the passive per-
meation of oxygen. However, lipids act on respi-
ration independently of substrate and oxygen
concentrations (fig. S6A). Alternatively, viscosity
could affect individual ETC enzymes, but their
partial activities with soluble substrates were not
inhibited by saturated lipids (fig. S6E). Lastly, we
considered whether viscosity mediates collisions
between electron carriers (ubiquinone) and en-
zyme complexes in the ETC, because a rate de-
pendence on solvent viscosity is a hallmark of
diffusion-limited reactions (14). On the basis of
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Fig. 1. Genetic titration of inner membrane viscosity in
E. coli. (A) The pathway for bacterial UFA synthesis. The
activity of FabB is rate-limiting for UFA synthesis and
incorporation into phospholipids. (B) Titration of fabB
expression with the PBAD promoter modulates UFA
stoichiometry as a function of inducer (arabinose)
concentration. This leads to membranes with increasing
amounts of cis double bonds, as shown in the model.
Data are mean ± SD (N = 3 independent experiments).
(C) Characterization of membrane ordering using DPH
anisotropy. Higher anisotropy values indicate restricted
motion of the probe and therefore a more ordered
membrane. (D) A FRAP-based assay for measuring inner
membrane diffusivities and its application in estimating
membrane microviscosity. GEVs were generated by elon-
gating cells with cephalexin (i). Cell walls were then digested
(ii), thereby generating large, inner membrane vesicles to
which lipid fluorophores can be added externally (iii). Shown
is an experiment for a model substrate, NBD-PE, with
recovery curves for two lipid compositions. Translational
diffusion coefficients (DT) were generated from the expo-
nential constant of the recovery curve, and viscosity values
were then estimated from these. Black bars show the
calculated diffusion coefficients for NBD-PE (left y axis),
and blue bars show the extrapolated estimated membrane
viscosity (right y axis). Data are mean ± SEM (N = 5
independent experiments).

Fig. 2. Effects of FA composition on physiology and respiratory metabo-
lism. (A) Growth rates and FA compositions were characterized for a series
of batch cultures with various arabinose concentrations.The growth rate
dependence on UFA levels occurs in two phases: a fitness cliff at low levels
(regime I) and a gradual increase in growth rates at intermediate levels
(regime II); these can be described by two exponential constants: k1 ~ 0.6%−1,
k2 ~ 0.03%−1 at 37°C.The top plot shows the growth rate dependence under
respiratory conditions and the bottom shows it for fermentative conditions,
when regime II is absent. Succ., succinate; Glu., glucose. (B) Abundance of
stress response factors in response to different proportions of unsaturated
acyl chains. Data aremean ± SEM (N= 3), and overlaid are the results of t tests
for significance between abundances in high (60%) and intermediate (27%)
lipid unsaturation. ***p < 0.001, *p < 0.05; -, no significance. (C) The modular
E. coli ETC consists of dehydrogenase (red) and terminal oxidase (blue)
enzymes that react via an intermediate quinone pool.The different enzyme

complexes used are color coded according to substrate.The corresponding
respiration rates, as measured by oxygen or nitrate consumption, show a
similar dependence (k ~ 0.01 to 0.03%−1) on lipid unsaturation regardless of
the electron donor or acceptor and whether the ETC is uncoupled by carbonyl
cyanide-4-(trifluoromethoxy)phenylhydrazone (FCCP). Q, ubiquinone; NADH
and NAD+, reduced and oxidized nicotinamide adenine dinucleotide; Gly-3-P,
glycero-3-phosphate; DHAP, dihydroxyacetone phosphate; Pyr., pyruvate;
Glyc., glycerol. (D) Heterologous biosynthesis of anteiso and iso BCFAs from
amino acid precursors in E. coli using genes (highlighted in blue) from
B. subtilis. (E) Effects of BCFA biosynthesis on uncoupled succinate respiration
rates with various levels of lipid unsaturation (left). In purified membrane
vesicles (right), the abundance of UFAs also mediates succinate respiration
and a UFA deficiency can be rescued by BCFA biosynthesis, which increases
respiration rates in UFA-depleted membranes (t test for significance, **p =
0.002). Data are mean ± SEM (N = 3 independent experiments).
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the pool behavior of quinones (15, 16), their dif-
fusion between complexes has been proposed
to be rate-limiting in mitochondrial respiration
(17, 18), but this concept was disputed (19, 20).
To investigate the role of diffusion in cellular

respiration, we developed a model of the E. coli
ETC based on the Brownian motion of mem-
brane components and their collision-mediated
reactions (Fig. 3A and fig. S8). As inputs, we
combined activities of purified ETC enzymes—
dehydrogenases (DHs) and terminal oxidases
(TOs)—with measurements of their absolute
abundances using quantitative mass spectrom-
etry (supplementary materials) and their orga-
nization into homotypic domains as previously
described (21, 22). Whole-cell simulations were
then carried out to quantify the rate of electron
transfer as a function of ubiquinone diffusivity.
To measure this parameter, we used FRAP exper-
iments with an NBD-conjugated ubiquinone
(NBD-UQ, fig. S9), therebydefining lipid-dependent
diffusion coefficients (Fig. 3B).

Our model predicted that ubiquinone diffu-
sivity controls respiratory flux in membranes
spanning the tested range of lipid compositions.
Diffusion control was measured by quinone an-
isotropy, with reduced electron carriers becoming
depleted in the vicinity of TOs (Fig. 3C andmovie
S1). As diffusion increased, the quinone pool
became well-mixed and rates were increasingly
determined by enzyme activities (fig. S8B). Sim-
ulations matched measured respiratory rates
when enzymes were modeled as domains of 10
to 30 proteins (Fig. 3D), consistent with their
reported organization in cells (21). Simulations
also predicted changes to respiratory rates upon
inhibition of ETC enzymes (Fig. 3E), which re-
duces the rate dependence on diffusion, and
during genetic titration of TO abundance (Fig.
3F), which modulates the average diffusion dis-
tance for a reactive collision.
As in bacteria, respiration in eukaryotic mito-

chondria is also dependent on quinone-mediated
electron transfer. In animal models, correlations

betweenmitochondrial FA composition andmeta-
bolic rate have been observed between species
(23), andmembrane-fluidizing steroids have been
shown topromote respiration (24). To testwhether
lipid composition controls mitochondrial respi-
ration, we used a set of constitutive promoters
to manipulate Ole1 (acyl–coenzyme A desaturase)
levels in Saccharomyces cerevisiae (Fig. 4A). In
strains that showed regular mitochondrial mor-
phology (fig. S10A), greater lipid unsaturation
led to increased respiratory activity but, as in
E. coli, did not inhibit fermentative metabolism
or growth (fig. S10, B andC). In isolatedmitochon-
dria, UFA content controlled the rate of respira-
tion coupled to adenosine 5´-diphosphate (ADP)
phosphorylation (state 3) and uncoupled (state
3u) from the PMF (Fig. 4B).
The role for diffusion in respiration provides a

functional rationale for variations in lipids with-
in and between cells. In eukaryotes, lipid spe-
cies that increase membrane viscosity—sterols
and sphingolipids—are depleted from energy-
transducing membranes (25). In prokaryotes,
analogous rigidifying lipids, such as hopanoids
and archaeal ether lipids, are associated with
niches where the robustness of the membrane
as a permeability barrier is paramount over rapid
metabolic activity (26). Such a trade-off is evident
in E. coli, which eliminates lipid unsaturation
through cyclopropanation during stationary phase
to survive in acidic conditions (27). Localizing
ETCs to fluid internal membranes while main-
taining rigid outer membranes could thus have
served as an advantage during the evolution of
dedicated metabolic organelles. In some mito-
chondria, ETCs are additionally organized into
supercomplexes of respiratory enzymes (28, 29).
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Fig. 3. Testing a diffusion-coupled reaction model for bacterial respiration. (A) A simulated
random walk by a ubiquinone, which becomes reduced to ubiquinol (red) upon interaction with a DH
domain and then reoxidized (blue) upon subsequent collisions with a TO, an oxygen-consuming reaction.
The opacity of the path indicates progression during the time course (100 ms). (B) Experimental
measurements of ubiquinone diffusivity in GEVs.Values are shown as averages from eight GEVs for each
preparation. Solid line shows a quadratic function fit to the data and is used as a standard curve to
convert lipid composition to diffusivity in subsequent experiments. Insets show example FRAP
exponential recovery curves. Data are mean ± SEM (N = 5 independent experiments). (C) The
distribution of the ubiquinone pool as a function of its diffusivity in whole-cell simulations, expressed as
the steady-state average ubiquinol:ubiquinone ratio within a given radius of a TO. (D) Comparison of
the simulated dependence of ubiquinone diffusivity (DT) on respiration rates (solid lines) with
measurements of uncoupled respiration in succinate medium (dots).Values in the legend are the domain
size of the modeled ETC enzyme pair. (E) Modeling the effect of reducing enzymatic activity using
the inhibitors N-oxo-2-heptyl-4-hydroxyquinoline (HQNO) and piericidin A, which act on TOs and
NADH DH, respectively. Simulated rates of NADH-linked respiration (solid lines), modeled using 20-mer
homotypic domains, are shown alongside uncoupled respiration rates in pyruvate medium (dots)
under various UFA levels with HQNO (20 mM) and piericidin A (100 nM), or with no inhibitors
(DMSO, dimethyl sulfoxide). (F) The effect of changes in TO concentration—achieved by titrating
expression of cyoABCD—on respiratory rates. Simulation results (solid lines) are superimposed with
experimental measurements of NADH respiration with pyruvate (brown) and succinate respiration
(blue); measured TO abundance includes both aerobic cytochrome oxidases (bo and bd-I).

Fig. 4. Lipid-mediated respiration in
mitochondria. (A) The desaturase Ole1 gener-
ates all UFAs in yeast. Unsaturated lipid
composition is controlled by the promoter driving
expression of OLE1—either the native one, or one
of three variants (m3, m7, m11) in engineered
strains. (B) Mitochondrial respiration rates in
coupled (state 3, 0.5 mM ADP) and uncoupled
(state 3u, 4 mM FCCP) conditions corresponded
with unsaturated lipid content. Mitochondria were
incubated with 5 mM succinate as a substrate.
Data are mean ± SEM (N = 3 independent
experiments), and overlaid are the results of t tests
for significance against m11. **p < 0.01, *p < 0.05.
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In our simulations, tethering of DH and TO
enzymes increased respiration rates and reduced
anisotropy in the quinone pool (fig. S11, movie
S2, supplementary text). A diffusion-coupled re-
action model could therefore be important for
understanding how the interplay between lipid
composition, enzymatic activity, andmembrane
organization dictates respiratory function in a
wide range of systems.
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C
hromatin immunoprecipitation, one of the most widely 
used techniques in molecular biology, was invented over 
30 years agoóand some things about it have changed, 
while others have stayed the same.

The basic protocol is still similar to one developed in the 
1980s, involving crosslinking proteins to DNA with formaldehyde 
and then fragmenting the DNA.  A DNA-interacting protein is 
immunoprecipitated using an antibody, the crosslinks reversed with 
heat, and the associated DNA analyzed. Researchers later linked the 
technique to deep sequencing, developing the ChIP-seq technique 
to probe proteinñDNA interactions at the genomic scale. 

ChIP has been harnessed to address how transcription factors 
operate, how histones modulate gene expression, and other basic 
questions with implications for biological development and disease. 
In September, C. David Allis and Michael Grunstein won the presti-
gious Lasker award for their work on histonesóresearch that relied 
on ChIP. And ChIP-seq is now a cornerstone of the ENCODE 
(ENCyclopedia Of DNA Elements) project, an effort to map regula-
tory regions of the genome in various cell types.

Chromatin biologists are also developing an array of spin-off or 
parallel technologies to go beyond what ChIP and ChIP-seq offeróto 
examine complexes of proteins, to more accurately assess the exact 
nucleotides a factor binds to, to look at small pools of cells, and to 
begin, tentatively, to assess proteinñDNA interactions at the single-
cell level. 

All of these techniques aim to do things that ChIP-seq alone 
cannot, or does only sluggishly. And all of them have the same 
!"#$����"���������	��
����"��
����
��#�"���"##��$"��	��$�������
and where. 

ìWe really donít understand the fundamental principles by which 
regulatory functional sequences in our genome determine where 
and when genes come on,î says Bradley Bernstein, director of the 
Broad Instituteís Epigenomics Program in Cambridge, Massachu-

setts. He adds that ChIP is ìlimited in many ways. And so there are 
these efforts to try and innovate new approaches or adapt the tech-
nology in new ways.î

Making it work
ìCalling [ChIP-seq] a dark art is too much,î says Nir Friedman, 

a professor of computer science and biology at The Hebrew Uni-
versity of Jerusalem, Israel. But despite it being a commonly used 
technique, ìvery few people are patient enough to calibrate their 
experiments,î he says. 

ChIP-seq experiments generate a lot of noise, notes Friedman. 
Formaldehyde can crosslink uninvolved molecules, antibodies can 
pull down nontarget proteins, and sonicationóthe most common 
way to break up DNAótends to break up DNA that is in an open con-
formation. Says Friedman, ìIt can be that more than half of what you 
��	�
��#��
���$����������$���"��$#����#���$����!$�	$�����

ENCODE publishes guidelines for assessing the quality of anti-
bodies and screening out meaningless data, Friedman notes. The 
project also provides access to recent computational tools that 
are used, for instance, to normalize data to controls and to identify 
ìpeaksî or regions of possible DNA binding.

Choosing the right antibody, in particular, can be challenging, 
����#��$��"������$#����������������$���#�$���$������������"��
EpiCypher, an epigenomics company in Research Triangle Park, 
Durham, North Carolina. Keogh was involved in a recent study 
showing that many antibodies popular for histone research perform 
poorly in ChIP, for instance, binding to off-target epitopes. The study 
also proposes validation steps beyond the ENCODE guidelines. 

Some researchers bypass the antibody problem by engineering 
an epitope tag onto their target, as with CETCh-seq (CRISPR epitope 
tagging ChIP-seq). A long-standing technique, DamID (DNA ad-
��$���
�������"�#���"#��$	���$���"�$�����$� �� �#����$����$����"����#�
to tag neighboring DNA with molecular marks. 

Upcoming features

A host of techniques are building from a classic methodóchromatin immunoprecipitation (ChIP)óto assess what binds to DNA and 
where. Emerging techniques whittle down the size of samples, interrogate DNA-bound protein complexes, or more closely assess the 
nucleotides involved. All of these approaches aim to overcome long-standing limitations of ChIP, and broaden the questions scientists 
can ask about gene regulation, development, and disease. By Charlotte Schubert

Next-Gen Sequencing: RNA Seq—February 22      Microscopy: Multiphoton Microscopy—March 22      Molecular Biology: Epitranscriptomics—May 17  
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labs generate their own reagents. Keogh also notes that in-house 
research can mean greater control of optimization steps. 

Care with experimental parameters during ChIP experiments can 
itself boost the quality of data, says Cigall Kadoch, whose group 
studies several large macromolecular protein complexes at Dana-
Farber Cancer Institute and Harvard Medical School in Boston, 
Massachusetts. 

Kadoch is careful to optimize the concentration of formaldehyde 
used to crosslink proteins together with each other and DNA, for 
each antibody and cell type. When choosing antibodies, she notes 
whether the epitope is predicted to be accessible on the surface 
and therefore amenable to immunoprecipitation. And to see the 
DNA footprint of a fully assembled complex, she advises choosing 
an antibody to a protein that is added on late in the assembly 
process. ìThese are the things that make or break a project,î 
Kadoch says.

Zeroing in on factor binding
Another technique Steger uses is ChIP-exo (ChIP exonuclease). 

He deploys it to identifyóat base-pair resolutionówhere various 
factors bind the genome. 

This technique starts with DNA fragmentation by sonication. 
An exonuclease chews up the DNA (in the 5'ñ3' direction) to the 
edge of where the DNA is linked by formaldehyde to its bound 
protein. This approach results in a sharp DNA ìfootprintî for 
bound factors, which can be more exact than the inferred motifs 
generated computationally using ChIP-seq. 

ìWe always start with ChIP-seq, and as our questions evolve, 
we move to ChIP-exo,î says Steger, who has used the technique 
to assess the binding of the glucocorticoid receptor to DNA. The 
receptor binds as a dimer to two abutting, short DNA sequences. 
Steger was able to resolve binding of one monomer, which he was 
unable to do with ChIP-seq.

The team of Frank Pugh, a professor of biochemistry and 
molecular biology at Penn State University in University Park, 
�������������������	�����
�����
��	�����������
�	��
���
��
��	�
�
it to the commonly used Illumina sequencing platform. Similarly, 
Julia Zeitlinger, associate investigator at Stowers Institute for 
Medical Research in Kansas City, Missouri, and her colleagues, have 
published a related technique, ChIP-nexus. Both developments are 
ìpromising,î says Michael Snyder, chair of genetics and director of 
the Stanford Center for Genomics and Personalized Medicine at 
Stanford University, in California.

Other researchers are still improving on the basic ChIP technique, 
such as Alon Gorenís group at the University of California San 
Diegoís Department of Medicine, which has fully automated ChIP-
seq. Goren says that the optimal antibody concentration can vary 
substantially among antibodies and cell types, and that some steps, 
such as reverse crosslinking, are unnecessary. The Goren Lab has 
also shown that monoclonal antibodies have the edge over poly-
clonal antibodies. 

But even when fully optimized, ChIP-seq is still fundamentally 
limited. For instance, it generally requires 100,000 or more cells to 
assess transcription factors and 10,000 or more to assess histone 
proteins, says Goren. And in most cases, the method is geared to 
look at one protein, one antibody at a time. 

Says Goren, ìOnce we are able to shift the view from thinking 
about proteins to thinking about complexes, we will get a much 
better understanding of how biology works and what happens 
in disease.î

Getting a handle on protein complexes
One approach to examine complexes is to combine ChIP-seq with 

mass spectrometry (MS), using methods such as RIME (Rapid Im-
munoprecipitation Mass spectrometry of Endogenous proteins) and 
ChIP-MS. 

One drawback of these methods, however, is that proteins not 
associated with DNA can also be pulled down by immunoprecipi-
tation, says David Steger, a molecular biologist at the University 
of Pennsylvania, in Philadelphia. Instead, says Steger, ìWhat 
�������
�����	������	��
���������������������������	��
�����	���
particular enhancer.î 

One emerging technique to assess chromatin-bound complexes 
is ChIP-SICAP (selective isolation of chromatin-associated proteins), 
developed by Jeroen Krijgsveldís team at the German Cancer 
Research Center in Heidelberg, Germany, and his colleagues. The 
technique involves tagging antibody-bound DNA with biotin, which 
is then pulled down with biotin-binding streptavidin beads before 
mass spec. 

Steger is applying ChIP-SICAP to examine proteins bound to 
enhancers that drive the transition of mesenchymal stem cells to 
adipocytes. Says Steger, ìWhat we are trying to do is identify an 
enhancer proteome.î 

Other approaches harness the gene-editing system involving 
��������������������������
�������	����	�
�	��������������
sequences. Researchers have tagged Cas9 with biotin or an 
enzyme that promotes the biotin labeling of nearby proteins, 
which are analyzed by MS. This approach has also been deployed 
to reveal interactions between distant genomic elements. 
Such methods could potentially extend the repertoire of ChIP-
seqñrelated methods that can assess the 3D architecture of the 
genome, such as Hi-C, ChIA-PET (Chromatin Interaction Analysis 
by Paired-End Tag sequencing), and HiChIP, and more recent 
methods such SPRITE (Split-Pool Recognition of Interactions by 
Tag Extension). 

These emerging methods to assess DNA-bound complexes 
promise to sharpen biologistsí view of gene regulation. But when 
harnessed to MS, they face the limitation that MS does not readily 
detect low-abundance proteins, notes Steger. Moreover, not all 
newer techniques are accessible to the nonexpert. 

Several companies offer services for outsourcing of more-
established techniques such as RIME or ChIP-seq. Companies 
that offer ChiP-seq and related services include Active Motif, in 
Carlsbad, California; Diagenode in Liege, Belgium and Denville, 
New Jersey; and Beijing-based Novogene. These and other com-
panies also offer ChIP-seq kits and components, though many IM
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Going smaller and deeper 
Researchers have been able to shave off the number of cells re-

quired for ChIP-seq by adjusting experimental parameters, such as 
using a high-quality antibody, says Friedman. 

Some techniques, including one developed by Friedman, use bar-
coded sequencing adaptors, enabling decreased sample size. And 
a new technique called ìChIPmentationî reduces the steps involved 
in making sequencing libraries. 
*+,-�,����-����+�-��	-
��-��-+,
-��
	-�	-�����������,����,-

Under Targets and Release Using Nuclease), developed by 
Steve Henikoff and his colleagues at Fred Hutchinson Cancer 
Research Center in Seattle, Washington. This method dispenses 
with crosslinking by formaldehyde as well as DNA shearing with 
sonication. Instead, an antibody against the target is tethered to 
�����������-+���,�	,-����	,��-
����-�	-�������,�-
�-�������-��-
cleave the DNA on either side of the target. The resulting DNA 
fragments are sequenced. 

ìYou get a large signal-to-noise reductionî as compared to ChIP-
seq, says John Stamatoyannopoulos, director of the Altius Institute 
for Biomedical Sciences in Seattle. Thatís in part because of the 
clean cutting of DNA by the nuclease, with low levels of off-site cut-
ting. As a result, CUT&RUN typically requires fewer DNA sequencing 
reads than ChIPseqóreducing costsóand can be applied to much 
lower cell numbers. Henikoffís team recently applied the technique 
to 1,000 cells for a transcription factor and 100 cells for a histone 
����������+�-���������++� ����	-	��	-��,-�,����-��	-����,��-	� -
planted ChIP-seq in his labs.

CUT&RUN also has advantages beyond low cell numbers. Stuart 
Orkin, a molecular biologist and professor at Harvard University, 

touts the technique for its ìessentially nucleotide-levelî resolution. 
With minor tweaks to computational tools, his group was able to 
differentiate the closely spaced binding sites of a transcription fac-
tor involved in controlling the expression of fetal hemoglobin. Prior 
to obtaining this result, he was unable to immunoprecipitate the 
transcription factor with conventional ChIP, possibly because form-
aldehyde crosslinking hid the epitopes. CUT&RUN ìworked right off 
the bat,î he says.

Henikoffís lab has adapted the technique to assess long-range, 
3D DNA interactions, and to perform immunoprecipitation on the 
cleaved-out fragments using a second antibody. The group inter-
rogated two molecular features on the same protein complexóan 
approach that could help resolve questions such as which combina-
tions of histone marks are associated with various gene states.  

Working at the single-cell level 
For many molecular biologists, including chromatin researchers, 

��,-	�+��,-�,��-�	-��,-�+��-!��+��,��-
ìWe need to come up with precise, deterministic ways of directly 

evaluating single-molecule interactions systematically in single 
cells,î says Bernstein. ìIt is a long-term goal.î Single-cell data could  
potentially track DNA-binding factors as cells exit the stem-cell 
state during development, or in tumors with high levels of cellular 
heterogeneity. 

Several approaches are edging closer to this goal. However, ìA lot 
of the single-cell methods have limited sensitivity,î says Christopher 
Benner, a genome biologist at the University of California, San 
Diego. Bernstein and his colleagues for instance, generated single-
�,��-��"#	,$-����-�	�+�-�-�����%�����-	�	�,�-�+�-
������+��-&���-
each cell, the technique captured between 500ñ10,000 unique 
ìreads,î representing a DNA-binding event, in contrast to the 
millions of reads captured with populations of cells. 

Several methods can also yield data on the active regions of the 
�,+��,�--'�'�(	,$-�'		��-!��-���+	 �	�	,('��,		�
�,-��������+-
using sequencing) deploys a hyperactive transposase that integrates 
into the genome in open chromatin regions and introduces 
sequencing adaptors. ATAC-seq can be adapted to single cells 
and the resulting sequence data interrogated with a variety of 
computational approaches. These approaches can, for instance, 
identify promoter sequencesóor identify patterns in experiments 
simultaneously knocking out DNA control elements or assessing 
RNA expression. 

ATAC-seq suffers from drawbacks, such as incomplete integration 
into accessible regions, notes Snyder. But the technique can be 
 �
,�!��)-"�-��+-
,-�, ���,�-��-�+	,��-�+�-����,-%���� ���,	�-
resulting in imaging data on 3D genomic organization prior to 
sequencing, notes Snyder.  

Snyder points to imaging work in labs such as that of Alistair 
Boettiger at Stanford, who is developing ways to simultaneously 
image genetic elements and nascent RNA transcripts with super-
resolution imaging, to assess which elements promote or quell 
gene expression. ìImaging is the future,î adds Stamatoyannopou-
los. Other researchers note that as ìthird-generationî nanopore 
sequencing improves, ChIP-like methods will be developed to 
plug into it. 

ìWe may need entirely orthogonal ways of doing this,î says Bern-
stein of single-cell chromatin analysis. That goal will likely will be 
accomplished successfully in the end, he says, with ìtechnologies 
that are a radical departure from what we are using now.î    

Charlotte Schubert is a freelance journalist based in Seattle. From 2015ñ2016 

she also worked at the bench in Steve Henikoffís lab, on a project unrelated 

to the work highlighted here. 
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ChIP-Seq Library 
Preparation
The UniqSeq ChIP library 

preparation kit is highly 

sensitive, especially for 

low-abundance transcrip-

tion factors, and can be 

used for both quantitative 

PCR and sequencing. This 

kit is compatible with both high and low chromatin loadings with an 

%&'(���������((���	��
��	����

��	��(%&���(����(����%�%�%����%���
	(��

�%�'������
�������&%�����(���%(�����'���&������������������	�����

increased binding of the column, enough DNA is obtained from one 

column to eliminate the need to pool samples for library preparation. 

�����%��	��(�����%
�����'	������'�%����	���%	&��	(���&�(��%&�� �!"�����

libraries from chromatin immunoprecipitation (ChIP)-derived DNA. 


���(��%&��#$��� �!"�����'�&���%'�����&����'%�&��������(
%&������

distribution and abundance of DNA-bound protein targets of interest 

across the genome. ChIP-Seq is one of the most widely used NGS ap-

plications, enabling researchers to simultaneously and reliably identify 

binding sites from a broad range of targets across the entire genome, 

with high resolution and without constraints.

Chromatrap

For info: +44-(0)-1978-666222 

www.chromatrap.com/uniqseq

	���(���'�&%������	(��%&����'�����&����%�����%��	��&�����%���������	(
�

'�&����������%(�'�����%�����		���&���%�������
������	��(%&�����(�'�%-

cal solution for understanding and monitoring cell-based diseases, 

whether users are interested in studying an individual cell or millions 

of cells from one sample.

Celsee

For info: 734-233-3089

www.celsee.com

Rabbit Monoclonal Antibodies 

Abwiz Bio has a unique phospho antibody development platform for 

���� !����	��	�������	�����!� 	
�����
��������� �� ���	���	!�����	��	��

target proteins. Our rabbit monoclonal antibodies (mAbs) are made 

using our phage-based RabWiz technology, which is ideally suited for 

��	���	��� �� ������ ���	����������!��!�
	!	�������������������	���-


������	!�������������!����	����
������	�� ��	
��!�����	!�� �� ��

activated cell sorting) for the detection of protein phosphorylations. 

All our phospho antibody reagents are recombinant rabbit mAbs. 

Recombinant antibodies are more reliable than their polyclonal or 

���!��	
���!	�� ��� 	����!��!�������������������������	���	��	����!�����-

ity due to complete immunoglobulin sequence characterization. Our 

RabWiz platform enables high-throughput capture, sequencing, and 

��������	��	���	�����	���	���������	���	��� �� ������	����������!��
�

that only the best phospho antibody product is developed for each 

target. Contact us today and tell us to add your favorite phosphosite 

��!
����	�	�!� 	�����������������
��!	�� ���	!��	��	�

Abwiz Bio

For info: 858-352-6911

www.abwizbio.com/products/phospho-antibodies

Sonicator

The Covaris M220 Focused-ultrasonicator is designed for NGS 

applications that require high-quality DNA fragmentation for 

���!�!���!���!���	�������� ��������	 ���������
���
�
��
	����	��

energy required directly into a sample, enabling precise control of 

the hydrodynamic shearing forces that fragment nucleic acids to 

the selected size. The process is isothermal, so fragmentation is 

unbiased, the sample is undamaged, and yields are high. Covaris 

focused-ultrasonic technology is considered a DNA-shearing 

standard in many labs worldwide.

�������
�������
�����	


For info: 800-955-6288
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ChIP Kit

The EpiQuik Chromatin Immunoprecipitation (ChIP) Kit is a complete 

set of optimized reagents to perform chromatin immunoprecipitation 

(ChIP) via a convenient, microplate-based format. It is ready-to-use 

and provides all the essential components needed to carry out 

����""����������������# 
�!
���� �� �������� 
���#���� 
������	#�

"	
� ! !��
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�
 	!�� 
������ 
�
 ���

and quantitative PCR, ChIP-Seq, and ChIP-on-chip. The kit enables the 

procedure to be completed within 5 h. The Strip microwell format 

allows the assay to be either manual or high throughput. EpiQuik is 

���	�"	
��
 ����� 
�����������
�� �"�
 	!����������#	�"�����

Epigentek

For info: 877-374-4368

www.epigentek.com

PBS-Only Antibodies
��'�
 ��&�����	���������
�(������%&����!�"�	&���(�'	
�%&�&��
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%
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�	����

of bovine serum albumin (BSA), glycerol, and sodium azide to ensure 

����%�%����#	����(��������'	
�	&�&���'�&�%&�%�%���
�'�%���'	&$����%	&�

�	�'�(��%&�������&���&��
����	(������'�&�����	�%'��	��%���'�������&�

a concentrated solution, without BSA, glycerol, or azide, PBS-only 

antibodies are ideally suited to antibody-labeling, functional, and cell-

based assays as well as live-cell imaging applications. Developed using 

Abcamís rabbit monoclonal recombinant technology, these antibodies 

are highly reproducible, ensuring batch-to-batch consistency. They are 

����&�%��������%�������'(	������%���(�&���	������%'��%	&���%&'���%&��

�	��'��	
��(��������(&���	���'�(	
��%&�%

�&	�(�'%�%���%	&��

immunocytochemistry, immunohistochemistry, and knockout 

validation. Abcam is now making over 2,300 PBS-only antibodies 

available via its catalog for global researchers.

Abcam

For info: 888-772-2226

www.abcam.com/pbs-only

Single-Cell Analyzer
������������� ����������
��"	��������"	�������!��������� ����������

way to analyze and interpret cellular behavior, and to collect critical 

cell-based information that was previously undetectable. The system 

uses a gentle, gravity-based method to capture and isolate individual 

!�����������
�� ��� � 
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ShanghaiTech University is a young and dynamic higher

education institution aiming for high-quality research and

global infuence. To address challenges faced by China and

the world, it seeks innovative solutions in energy, materials,

environment, human health, data science, artifcial intelli-

gence (AI), and electrical engineering. An integral part of

the Zhangjiang Comprehensive National Science Center,

the university is now leading several frontier research pro-

jects at large-scale facilities. For more information, please

visit: www.shanghaitech.edu.cn.

We are now seeking talented researchers for multiple facul-

ty positions at all ranks in the following felds:

School of Physical Science and Technology: energy, sys-

tem materials, photon and condensed state, material biolo-

gy, environmental science and engineering

School of Life Science and Technology: molecular and

cell biology, structural biology, neuroscience, immunology,

stem cells and regenerative medicine, system biology and

biological data, molecular imaging, biomedical engineering

School of Information Science and Technology: comput-

er science, electrical engineering, information engineering,

artifcial intelligence, network and communication, virtual

reality, statistics, big data and data mining

School of Entrepreneurship and Management: econom-

ics, fnance, accounting, management, marketing, strategy

and entrepreneurship

School of Creativity and Art: flm production, life draw-

ing, photography, VR and game coding, illustration & visu-

alization, performing arts

Shanghai Institute for Advanced Immunochemical

Studies: antibody therapy, Immunotherapy, cell therapy,

regeneration medicine

iHuman Institute: bio-imaging, biology, chemistry, com-

putational biology, AI/ML

Institute of Mathematical Sciences: pure mathematics,

theory of computing, applied mathematics

Successful applicants will have a doctoral degree, and are

expected to establish a record for independent, interna-

tionally recognized research, supervise students and teach

high-quality courses.

ShanghaiTech University will oRer attractive compensation

packages, including: Initial research support package:

reasonable start-up funds, research associates and post-doc-

toral fellows, laboratory space to meet research needs

Compensation and benefits: highly competitive salary

commensurate with experience and academic accomplish-

ments, a comprehensive beneft package

Subsidized housing: on-campus, 80/100/120 m2 faculty apart-

ments available at low rent for tenure and tenure-track faculty

Relocation & travel allowance: reimbursement of expens-

es for household relocation and family’s one-way travel

Family assistance: support with children’s education; af-

fliated kindergarten, primary and middle schools are under

construction

To apply: using this format, please submit a cover letter (First-

name_Lastname_Cover_Letter.pdf), a research plan (First-

name_Lastname_Research_Plan.pdf), and a CV (Firstname_

Lastname_CV.pdf) to shanghaitechuniversity@gmail.com.

Opportunities to shine at
ShanghaiTech University



One run—and done

For Research Use Only. Not for use in diagnostic procedures. © 2018 Thermo Fisher Scientific Inc. All rights reserved.

All trademarks are the property of Thermo Fisher Scientific and its subsidiaries unless otherwise specified. COL23024 1018

Find out more at thermofisher.com/platinumiitaq

Get to your PCR destination faster with Invitrogen™ Platinum™ II Taq Hot-Start

DNA Polymerase, enabling 4x faster DNA synthesis and universal primer

annealing, so you can co-cycle your assays together. One run and done.

It’s that simple.
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+1 202 326-6577

+1 202 326-6578

advertise@sciencecareers.org

EUROPE , INDIA , AUSTRALIA ,

NEW ZEALAND, REST OF

WORLD

+44 (0) 1223 326527

advertise@sciencecareers.org

CHINA , KOREA, SINGAPORE ,

TAIWAN, THAILAND

+86 131 4114 0012

advertise@sciencecareers.org

JAPAN

+81 3-6459-4174

advertise@sciencecareers.org

CUSTOMER SERVICE

AMERICAS

+1 202 326-6577

REST OF WORLD

+44 (0) 1223 326528

advertise@sciencecareers.org

All ads submitted for publicationmust comply with
applicable U.S. and non-U.S. laws. Science reserves
the right to refuse any advertisement at its sole
discretion for any reason, includingwithout limitation
for offensive language or inappropriate content,
and all advertising is subject to publisher approval.
Science encourages our readers to alert us to any ads
that they feel may be discriminatory or offensive.

ScienceCareers.org

SCIENCE CAREERS

ADVERTISING

For full advertising details,

go to ScienceCareers.org

and click For Employers,

or call one of our

representatives.

Faculty Position Ð Department of Biochemistry
and Structural Biology

University of Texas Health at San Antonio
Joe R. and Teresa Lozano Long School of Medicine

We are seeking outstanding candidates at all tenure-track or tenure levels for a faculty position in
Biochemistry. All areas will be considered, but we are particularly interested in structural biology (X-ray
crystallography, cryo-EM, NMR, or other biophysical approaches) and research that fts with our strategic
focus on cancer, aging, infectious disease and diabetes. The Department houses University-supported core
facilities inMacromolecular Structure and Interactions [NMRSpectroscopy,X-rayCrystallography, Surface
Plasmon Resonance, Calorimetry (ITC, DSC)], Mass Spectrometry (proteomics and metabolomics), and
the Center for Innovative Drug Discovery (High Throughput Screening andMedicinal Chemistry). (http://
biochem.uthscsa.edu/core_facilities.php).

UTHealth SanAntonio, comprised ofMedical,Graduate,Dental,Nursing andHealth Profession schools, is
home to theNathan ShockCenter forAging, anNCI-designated cancer center andNIHClinicalTranslational
ScienceAward and theCenter forNeuroscience.SanAntonio is the 7th largest city in theU.S.,with a historical
downtown, diverse entertainment and restaurants on the Riverwalk, a vibrant economy, affordable housing
and easy access to the scenic Texas Hill Country, with its many recreational opportunities.

Applicantsmust have high quality peer-reviewed publications and demonstrated ability to secure extramural
funding. The position offers a generous start-up package, signifcant scientifc resources and the potential for
unique additional recruitment funds from the UT System and the State of Texas. Successful applicants will
join a multidisciplinary team of 20 faculty in Biochemistry and Structural Biology (http://www.biochem.
uthscsa.edu/), andwill be expected to develop collaborative research programs, serve asmentors for students
and research fellows and contribute to teaching in our graduate and professional programs.We are committed
to a culturally and gender diverse faculty and all qualifed applicants will receive consideration. The UT
Health Science Center is designated as a Hispanic Serving Institution.

Interested candidates should visit http://uthscsa.edu/hr/employment.asp and apply online. Select the Faculty
tab and enter job number 18000547 on the Keyword box. Please upload a curriculum vitae, a description
of research interests, a list of three-four referees and a cover letter addressed to Dr. Dmitri Ivanov, Chair
of the Structural Biology Search Committee. Please also have three reference letters sent directly to
Esther James at jamese@uthscsa.edu. Review of applications will begin on January 1, 2019 and continue
until the position is flled.

All faculty appointments are designated as security sensitive positions. The University of Texas Health
at San Antonio is an Equal Employment Opportunity/Affrmative Action Employer including protected

veterans and persons with disabilities.

GET THE FACTS

FOLLOWAAAS ADVOCACY

TAKE ACTION

F O R C E F O R S C I E N C E . O R G

STAND TOGETHER

Be a Force for Science



Welcome to joinNationalUniversity ofDefense Technology and be

a proud Nudter.

NUDT offers an extensive career platform, high-end working condi-

tions, and a pleasant working environment. We provide anything you

may want, and even things you may not have thought of.

Don’t be timid, feel free to contact us, we will always be looking for-

ward to your message.

Contacts: Mr. Ke

Tel:+86-731-87000636

Mobile: +86-18707498661(Wechat available)

Email: rcb@nudt.edu.cn

National University of

Defense and Technology
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Shixin Wang

Deputy Chief Editor of

China Education Online,

Chief Executive Editor of

AcaBridge

Bridging the divide between
elementary and

secondary education

For a long time, taking the college entrance

exam—a “wooden bridge” that is extremely

narrow relative to China’s huge population—

has marked a dividing line for Chinese students

between their lives before and after. Under the

pressure of great competition and the traditional

idea that “learning is the noblest of human pur-

suits,” many Chinese children receive educa-

tion even before birth (prenatal education), and

attend various training courses at a young age,

including painting and foreign languages, to

cultivate their tastes and learning abilities. For

most students, such courses will run through-

out their primary education years. At the same

time, from kindergarten on, they are required to

do a great deal of studying. Thick glasses and a

heavy school bag can be seen on many children.

For such reasons, Chinese students have been

praised by overseas universities for their strong

knowledge base, yet criticized for their lack of

creativity and imagination.

However, this “Purgatory-like” schooling ends

immediately after a student’s admission to

university. For those who do not have enough

self-discipline, the university is their paradise.

Their lives will become a series of games,

romantic relationships, and sleep. Learning

will become secondary. Four years of shiftless

pursuits results in a great waste of students’ ac-

ademic ability and educational resources.

In summary, in the eyes of Chinese policy mak-
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“We shouldn’t encourage high school students to study overly hard, nor should we encourage undergraduates to indulge themselves.”

This remark was made by a leader of the Chinese Ministry of Education (MOE) at the International Forum on Higher Education An-

nual Conference, held in Ningbo, China, in early November of this year. Observers believe that his words summarize the systematic

evolution of Chinese education that is intended in the government’s new policies for reforming both primary and undergraduate edu-

cation, and in the Double First-Class University Project.

Stress-Free Primary Education and Stricter Higher

Education: Toward the Systematic Evolution of

ChineseEducation

聚焦“中国”

ADVERTISING FEATURE



ers, the problem lies, on the one hand, in the “cramming”

method of primary education. Students are physically and

mentally exhausted, and thus emptied of creativity. On the

other hand, higher education is too lenient, and encourages

students to waste their last golden years of learning before

entering the real world.

The basic logic of treating diseases is to suit the remedy

to the cause. For example, since the burden on students

is heavy at the primary education stage, alleviating that

burden is a natural cure, particularly for kindergarteners

and very young pupils. Courses in kindergarten should be

given in the form of games, and typical primary school

curricula should be forbidden. Meanwhile, in-school time

as well as homework should be reduced. Training institu-

tions should be regulated to minimize burdens on K–12

students. The MOE has also formulated an implementation

plan to clarify the responsibilities of all parties as well as

prevent and control myopia among children and adoles-

cents. The purpose of the plan is to reduce the heavy aca-

demic burden both in and out of the classroom.

As for higher education, we believe it is necessary to in-

crease the burden on students and, more precisely, to be-

come stricter with them, which is also in line with China’s

ongoing Double First-Class University Project.

Recently, Huazhong University of Science and Technol-

ogy caused a great sensation by transferring 18 students

whose credits are not up to standard from undergraduate

to junior-college status—the incident can be regard as a

landmark. China’s MOE has also issued relevant policies

to speed up the construction of high-level undergraduate

education, known as the reformational “40 Polices on

Higher Education for the New Era.” The overall goal of

these changes is to build several benchmark schools and

first-class undergraduate programs within five years, and

to form a world-class, high-level undergraduate education

system with Chinese characteristics. This is also the first

clear timetable and roadmap given by China for under-

graduate education reform.

One of the new policies requires that for college students,

examinations should “increase the proportion of process

assessment results in the total results of a course” and

should “improve the monitoring, evaluation, and feedback

mechanism for the students’ learning process.” In terms of

the form that examinations should take, it is emphasized

that faculty should “integrate written examinations, oral

examinations, nonstandard answer examinations, and oth-

er types of examinations.” Another policy addresses the

problem of students simply “going through the motions” in

writing their graduate theses, and stipulates that the over-

all management of designing thesis topics and proposals

should be strengthened, and that the form, content, and

complexity of thesis defenses should be strictly supervised.

Focusing on faculty and
students alike

It is worth noting that the new policies are not only strict

with students, but also with university faculty. Many ad-

justments have been made to the evaluation system for

faculty, including strengthening the evaluation of teaching

performance and implementing a “one-vote veto” in the

promotion of teachers. The policies state that the reward

for outstanding teachers should be increased, and that

teaching quality and scientific research ability should be

regarded as equally important in professional evaluations,

performance appraisals, and allowance allocations. For

staff mainly engaged in teaching, basic salaries should be

raised to a reasonable level.

The reforms also require monitoring teachers’ personal

credit histories, improving disciplinary mechanisms for

teachers, constructing teacher development centers in col-

leges and universities, and providing training courses to

improve faculty skills, so as to comprehensively enhance

teachers’ sense of responsibility and confidence.

In addition, the director of the MOE’s Department of Higher

Education mentioned in his recent speech that “unconscien-

tious programs should be closed down.” This remark is

worth pondering. We should expect that as China’s colleges

and universities have been expanding rapidly for many

years, some substandard programs would inevitably result.

But if we want to build high-quality programs, we should

eliminate those of poor quality. Therefore, the effective

exercise of authority and standard-setting will have a great

impact on the development of colleges and universities.

Evaluating policies:
a work in progress

To build first-class undergraduate education is actually an

important aspect of the Double First-Class University Pro-

ject, and will certainly impact the standards of that pro-

ject. After all, there are only two years left before the final

evaluation of the project in 2020, and it has been reported

that there will be a midterm evaluation, of which the most

pressing concern is still the standards.

AcaBridge invites outstanding scholars from home and

abroad to reach out to us. We’ll help you contact colleges

and universities, provide one-on-one, personal consulta-

tion, and help you learn about and apply for talent-recruit-

ment programs. If you need any help, please contact our

recruitment consultant at consultant@acabridge.edu.cn.

For more details, visit our website at www.edu.cn/jjzg.
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About Us

Founded in 1920, Harbin Institute of Technology (HIT),

which is under the Ministry of Industry and Information

Technology, is a national key university offers speciali-

zations in science, engineering, management and many

other fields. It is a member of the C9 League and also the

first universities to be part of Project 985 and one in list of

“Double First-Class” University project.

HIT was ranked as the world’s sixth best university for

engineering, and the second in China, according to the

2018 US NEWS Global Universities ranking. In the Ac-

ademic Ranking of World Universities (ARWU) 2017

ranking, it was eighth in China and among the global

top 200. In the same year, HIT had a subject area ranked

among the global top 0.01%, according to Essential Sci-

ence Indicators (ESI) data.

Together with the Shenzhen Municipal Government,

HIT founded Harbin Institute of Technology, Shenzhen

(HITSZ), which was established in 2002 as HIT Shenzhen

Graduate School and currently serves as a key campus of

HIT. It is the first university in Shenzhen which belong

to C9 League member, also in the list of Project 985 and

“Double First-Class” University project which starts to

enroll undergraduate students.

Shenzhen is a city born to innovate, Shenzhen has become

a frontrunner in promoting innovation-driven develop-

ment when China's economy steps into the new normal.

Shenzhen is now widely known as a ‘City of Makers’ and

a ‘City of Innovation.’ With a brand-new look, HITSZ

will follow the HIT tradition, keep on the philosophy of

high starting point, high standard to attract more interna-

tional excellent talents and carries forward the Shenzhen

spirit to serve as a contributor to national and regional

economic and social development.

Teaching and Research
Among the 330+ full-time teachers in HITSZ, 80% of

them have studied or worked overseas, and 90% have

been recognized as high-level talents by the city and

nation. HITSZ owns more than 40 key laboratories,

engineering laboratories, and public platforms above

municipal level. In terms of funds, HITSZ has years of

accumulated scientific study funds amounting to over

1200 million RMB. What is more, HITSZ has undertaken

more than 3000 scientific study programs and established

cooperation with over 800 enterprises in Shenzhen, and

has solved more than 1400 major technological issues.

HITSZ has realized annual increase of 30% in the number

of SCI paper for the last 5 years. Additionally, 10.3% ESI

high cited papers of Shenzhen were from HITSZ.

Schools and Research Centers

HITSZ promotes interdisciplinary studies within 10

schools covering 22 disciplines. 34 research centers in

different schools serve as the basic teaching and research

units, which focus on developing avant-garde research to

promote regional economic development.

For more details, please refer to www.hitsz.edu.cn.

Introduction of Harbin Institute of
Technology, Shenzhen
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Established in 1952 and located in Harbin – the beautiful “Ice City”, North-

east Forestry University is in national “211 Project” directly under the Min-

istry of Education of the People’s Republic of China and key construction

projects of “Advantage Discipline Innovation Platform”. It is a multidisci-

plinary university integrating agriculture, science, industry, economics, man-

agement, culture, law, medicine and art with forestry science as its advantage

and forestry engineering as its feature.

I. Recruitment of high-level talents
Relevant support policies for talents

NEFU vigorously implements the “5211” talent introduction plan, and pro-

vides a guarantee of talent for realizing the grand goal of building NEFU

into a world-class forestry university and comprehensively promoting the

construction of the “Double First class” university.

The level and treatment of imported talents (house purchase subsidy and

personal emolument are both pre-tax) are as follows:

1. Leading Talents or Teams

Academicians of the Chinese Academy of Sciences, academicians of the

Chinese Academy of Engineering, and foreign academicians of famous over-

seas academic institutions; Or someone who has obtained important scientif-

ic research results recognized by domestic and foreign counterparts, and has

quite strong competitiveness and wide academic influence in the industry.

Remuneration: it depends on the talents’ condition

2. Distinguished Young Scholars

Scholars with a PhD who have published high-level academic papers in

the top academic journals in the field; Outstanding young scholars at home

and abroad who have the potential to get awards of talent programs such as

Recruitment Program of Global Experts, National Science Fund for Dis-

tinguished Young Scholars, Changjiang Scholars Program, Young overseas

high-level talents introduction plan, and National special support program

for high-level talents, etc.; Scholars with a title at or above the level of asso-

ciate professor from well-known overseas universities, or researchers with

the same title as those from overseas well-known research academy (insti-

tute); The age is generally under 40 years old, especially distinguished ones

can be relaxed to 45 years old.

Remuneration: Appointment as professor; Annual salary system, starting

from RMB 300, 000 a year, Subsidies for house purchase starting from

RMB500, 000,Start-up funds for scientific research in natural science and

acquisition expenses of equipment starting from RMB 2, 000, 000, Start-up

funds for scientific research in humanities and social science starting from

RMB 300, 000 .

3. Excellent Young Scholars

Scholars with a PhD who have published high-level academic papers in

the influential academic journals in the field; Outstanding young scholars

at home and abroad who have the potential to get awards of projects such

as Provincial Science Fund for Distinguished Young Scholars, Longjiang

Scholars and Provincial Outstanding Young and Middle-aged experts, etc.;

Generally under 35 years old, especially outstanding ones can be relaxed.

Remuneration: Appointment as professor or associate professor; House

purchase subsidies are from RMB 150, 000 to RMB 300, 000; Start-up

funds for scientific research in natural science and acquisition expenses of

equipment range from RMB 300, 000 to RMB 1, 000, 000; Start-up funds

for scientific research in humanities and social science range from RMB

100, 000 to RMB 300, 000�Implementation of the national wage and school

allowance standard and additional post subsidy RMB 1000 per month in the

first 2 years during the first employment period.

4. Young Backbone

A doctorate holder who is from a well-known university at home or abroad

or who has been engaged in teaching or scientific research in a well-known

academic institution at home or abroad for more than 3 years. Young back-

bone who has published high-level academic papers in the outstanding

academic journals in the field, who has the ability to obtain the National

Natural Science Foundation or the National Foundation for Philosophy and

Social Sciences, and who has great development potential in academic and

scientific research, etc. The age is generally under 35 years old, especially

outstanding ones can be relaxed.

Remuneration: Appointment as associate professor or lecturer; House pur-

chase subsidies are from RMB 80, 000 to RMB 150, 000; Start-up funds for

scientific research in natural science and acquisition expenses of equipment

range from RMB 150, 000 to RMB 300, 000; Start-up funds for scientific

research in humanities and social science range from RMB 50, 000 to RMB

100, 000; Implementation of the national wage and school allowance stand-

ard and additional post subsidy RMB 1000 per month in the first 2 years

during the first employment period.

5. Excellent Young Teachers

The excellent young teacher whose moral quality is high, with outstanding

achievements and good academic development potential. The first degree

should be a full-time undergraduate degree from a well-known university,

and applicants should possess a doctoral candidate education background

and a degree at a non-equivalent education level; A non-foreign language

teacher should be proficient in a foreign language, and a foreign language

teacher should reach level 8 of a professional foreign language. In principle,

doctoral education background and degree are required and the age is gener-

ally under 35 years old.

Remuneration: The position of appointment shall be executed in accord-

ance with the relevant documents; Implementation of the national wage and

school allowance standards; House purchase subsidies are RMB 50, 000;

Start-up funds for scientific research in natural science range from RMB 50,

000 to RMB 150, 000; Start-up funds for scientific research in humanities

and social science range from RMB 30, 000 to RMB 50, 000.

NEFU recruits the flexible talents, and the treatment of flexible talents de-

pends on the circumstances.

Contact Information

Ni Songyuan (Tel: +86-0451-82191327),

Zhang Chunlei (Tel: +86-0451-82190165)

Please submit your resume to nefumoe@vip.163.com

II. Recruitment of Full-time postdoctoral
Someone who has high moral quality, outstanding achievements and good

academic development potential, and could do full-time post-doctoral re-

search in our university. Received a doctorate from a well-known university

or research institution at home and abroad, and the doctoral time is generally

no more than 3 years, generally under 35 years old.

Contact information

Zhang Ran (Tel:+86-0451-82192070)

Please submit your resume to nefubgb@nefu.edu.cn

Northeast Forestry University
Invites Excellent Talents at Home and Abroad
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Introduction to the Forum

As the poem goes, “Though the Mountain Tai is very high, it is

not as gorgeous as Laoshan Mountain.”Laoshan Mountain is the

frst peak of China’s coastline, and has the name of “frst moun-

tain” at sea. It stands on the shore of the Yellow Sea, tall and ma-

jestic, with a long history and a strong culture. With its name com-

ing from Laoshan Mountain, “Laoshan Forum” is one of the main

platforms hosted by Qingdao University for talents introduction,

aiming at building a high-level academic exchange platform for

outstanding young scholars at home and abroad in various disci-

plines to discuss the hot researches of diferent subjects around the

academic development frontier, promote academic exchanges and

cooperation, and enhance mutual understanding and friendship.

Qingdao University is a key comprehensive university in Shandong

Province. Located in the famous historical and cultural city of

Qingdao, it nestles below Fushan Mountain and faces the Yellow

sea. The university now has a number of national science and tech-

nology innovation platforms: State Key Laboratory, National Joint

Engineering Research Center, National-level International Research

Collaboration Base, Programme of Introducing Talents of Discipline

to Universities, National-level International Joint Research Center

etc. The university has more than 40 provincial science and tech-

nology innovation platforms: Provincial Collaborative Innovation

Center, Provincial Key Laboratory, Provincial Engineering Labora-

tory, Provincial Engineering Technical Research Center, Provincial

Research Institute of Humanities and Social Sciences etc. There are

9 post-doctoral stations in the university�and 13 frst-level doctoral

disciplines, 2 professional doctoral degree program, 37 first-level

master degree programs, 6 second-level master degree programs, 23

professional master programs.

Qingdao University has fine disciplines, i.e., clinical medicine,

engineering, chemistry, neuroscience and behavioral science, and

materials science, listed as top 1% ESI disciplines, and ranks 50th

in terms of top 1% disciplines among Chinese universities in the

ESI global ranking in 2018. According to Shanghai Ranking’s

academic ranking of the world universities, Qingdao University

ranks 701-800 in the world and 80th in Chinese mainland in 2018,

and is considered as “the world’s top 500 potential universities”.

It ranks 82nd among Chinese universities and 959th among world

universities in US News 2019 world university rankings.

Adhering to the motto of “Morality Promotion, Extensive Learn-

ing, Truth Adherence and Innovative Practice”, we insist on the

school philosophy of “student-oriented education, teacher-oriented

school running, service-oriented management and innovation-ori-

ented development”. With the idea of emancipating minds and

deepening reform, we persist in connotation promotion, charac-

teristic development, and striving for best, in order to build the

school into an internationally renowned high-level university.

Subject Fields and Application Conditions
The subject 7elds of the Forum mainly focus on the characteristic

and preponderant disciplines of our school, such as systematic sci-

ence, medicine, textile science, chemistry, material science, engi-

neering, biology, mathematics, physics, economics, management,

etc.

1. Young talents, being eligible for applying for “Thousand Youth

Talents Plan" of the Organization Department of the Central

Committee of CPC, under 40 years old, with a doctor's degree

from overseas well-known university or a doctor's degree from a

domestic first-class university, continuously working abroad for

more than 3 years or working at home within one year, and having

achieved outstanding achievements or having great potential for

development in the relevant areas.

2. Overseas outstanding young talents, being in line with the rel-

evant requirements of our university’s distinguished professor,

under 40 years old, with a doctor’s degree in domestic 7rst-class

university, and engaging in post-doctoral research or working for

more than 2 years overseas.

3. Outstanding young talents, listed in “China’s Four Important

Young Academic Titles”.

Contact Information

Contact: Jiang Junkai and Ji Chaobin

Email: qdutalents@qdu.edu.cn / qddxrsc@163.com

Tel: +86-0532-85955849 / +86-0532-85951142

Fax: +86-0532-85953161

Web: http://www.qdu.edu.cn

Address: Human Resources Department of Qingdao Universi-

ty, 308 Ningxia Road, Qingdao, Shandong, China

The Second Laoshan Young Scholars Forum of

Qingdao University in 2018

Time: December 19, 2018
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Harbin Engineering University

(HEU) lies on the bank of the Song-
hua River in the “Ice City”--Harbin
of northern China. The predecessor
of HEU, the PLA Military Engineer-
ing Institute was established in 1953
(HaJungong). Now it is China’s “three
ocean disciplines and one nuclear
discipline” (shipbuilding industry,
naval equipment, marine engineering,
nuclear energy applications) impor-
�RS� TU���SSU� ��R�S�S� �U��� RS� ���-
entific research base. The university
has typical feature of “three ocean
disciplines and one nuclear disci-
pline” as the advantage, it has entered
into the list of “Double First-Class”
construction.

�� ��������	�
 ����	�
 
�������
Annual Salary:

¥ 500,000 - ¥ 1,200,000/year.
Platform:

Wewill provide no less than ¥3,000,000
�� �eU W��US���� �UWUR��eU�W RS� S� �UWW
than ¥ 1.000,000 to the social research-
ers to set up and start your study.
We will provide research offices and
labs which are 20-150m

2
.

We will provide important and neces-
sary equipment and ensure the prior
right of using the present experimental

equipment.
We will provide supportive policies and
opportunities to go abroad for visiting,
communicating, and researching.
Team:

Your entire team of the research is
welcome.
hU �RS �iU� ��k R�R�Ul�� WU��U�R��m
You have the right of hiring, promot-
ing, distributing and commenting on
your own team.
Environment:

You will enjoy the “Safe Family”---
the policy of your settling green
channel.
Smooth Transition--our Personnel
op�U q�YY WU�rU j�k R� RYY RWTU��Wm
sUY��R���S tuTUSWUWvvqU q�YY �iU� w
300,000-500,000 at your disposal.
Housing--we will offer you a house
which is 110m

2
or purchase subsidies

¥ 1,500,000 - ¥ 2,000,000.
Settlements of Relatives--we can help
with the admission of your children
and the employment of your spouse.

�� ����
 ����	�
 
�������
Annual Salary:

¥ 300,000 - ¥ 500,000/ year
Platform:

We w i l l p r o v i d e ¥ 5 0 0 , 0 0 0 -
¥1,500,000 to set up and start your

study if necessary.
hU q�YY T��r��U �UWUR��e �p�UW RS�
labs which are 20-120m

2
.

We will provide important and neces-
sary equipment and ensure your right
of using the present experimental
equipment.
We will provide you good policies
and opportunities to go abroad for
visiting, communicating, and re-
searching.
Team:

We are looking forward to your own
W�RiW �� �URl �x j�k� �UWUR��em
hU �RS �iU� j�k R�R�Ul�� WU��U�R�jm
You will have the right of hiring, pro-
moting, distributing and commenting
on your own team.
Environment:

You will enjoy the “Safe Family”--
the policy of your settling green
channel.
Smooth Transition--our Personnel Of-
��U q�YY WU�rU j�k R� RYY �eU RWTU��Wm
sUY��R���S tuTUSWUWvvqU q�YY �iU� w
300,000 at your disposal.
Housing--we will offer you a house
which is no less than 80m

2
or purchase

subsidies ¥ 1,000,000 - ¥ 1,500,000.
Settlements of Relatives - we can
help with the admission of your chil-
dren and employment of your spouse.

������
 
�� 
�������
Annual Salary:

¥ 200,000 - ¥ 300,000/ year
Platform:

We will provide ¥ 300,000 for you to
set up and start your research if nec-
essary.
hU q�YY T��r��U �UWUR��e �p�UW RS�
labs which are 20-100m

2
.

We will hire you as senior (vice-sen-
ior) professional.
We will let you enjoy the supportive
policy of treatment for the HEU’s
young leading talents.
Team:

We are supporting the young leading
talents of your own team cooperating
with the HEU’s team.
You are supporting to set up the
youth academic team.
Environment:

We will offer settling in allowance:
¥100,000 - ¥200,000 at your disposal.
We will offer you relocating house
or purchase subsidies according to
HEU’s regulations.

Contact person:
You Dandan, Ming Ming
Tel: +86-0451-82518061
mail: rencai@hrbeu.edu.cn

Talents At Home And Abroad Are Invited
By Harbin Engineering University
For “Recruitment Program of Global Young Experts”

January, 10th, 2019.

(Beijing Time: 7:00 – 23: 00)

Online Interviews Portal:

www.edu.cn/cv, both computers and

mobile devices work.

Email: zhaojia@eol.cn
Contact: Zhao Jia
Phone (WeChat) :

(+86) 13426240515

For promoting the idea of connecting the world and ser-

vicing global talent, AcaBridge will convene a global on-

line job fair in January, 2019, cordially inviting talent of

various levels to sign up.

Job

Search

please

scan the

QR code

Sign up:

Scan the QR

code to sched-

ule a direct

meeting with

universities

The Center for Quantitative Biology (CQB) at

Peking University (PKU) invites applications for

faculty positions at all ranks. We seek for creative

individuals in all areas of biological physics and

quantitative systems biology, broadly defined.

CQB (http://cqb.pku.edu.cn/) is dedicated to research

and education at the interface between the physical

and biological sciences. Current research areas include

physical biology, mathematical biology, systems

biology, synthetic biology and computational biology.

Applications are welcome all year round. For qualified

applicants, PKU can sponsor their applications to

the national (Young) Thousand Talents Program.

Application materials (cover letter, CV, summary of

research achievements and future research plan, all in

a single PDF file) and three letters of reference should

be sent toMs. Wei Xiao (gsmkyb@pku.edu.cn).

Faculty Positions in

Biological Physics and

Systems Biology



Register for a free online account on
ScienceCareers.org.

Search thousands of job postings and find
your perfect job.

Sign up to receive e-mail alerts about job
postings thatmatch your criteria.

Upload your resume into our database and
connect with employers.

Watch one of our manywebinars on
different career topics such as job
searching, networking, andmore.

Download our career booklets, including
Career Basics, Careers Beyond the Bench,
and Developing Your Skills.

Complete an interactive, personalized
career plan at “my IDP.”

Visit our Career Forum and get advice from
career experts and your peers.

Research graduate program information
and find a program right for you.

Read relevant career advice articles from
our library of thousands.

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

Visit ScienceCareers.org

today— all resources are free

SCIENCECAREERS.ORG

ways that Science Careers
can help advance your career



DISCOVER THE FUTURE

To further strengthen our research environment and complement research areas already present at

SciLifeLab, we are now looking to recruit two outstanding young group leaders to new Fellows

positions. As part of the SciLifeLab Fellows program, you become an associate at our research center,

as well as contract a position at one of our host universities.

Read more at: www.scilifelab.se/fellows. Application deadline: January 15, 2018.

Assistant Professor in Computational Biology

Studies of algorithms, modelling and methodology, with applications in life sciences

Assistant Professor in Environmental Genomics

Genomic studies of all kinds of non-human biota and their relationships to the environment, focusing on structure
and function of ancient or recent systems

TWO LEADING POSITIONS AT SCILIFELAB

About SciLifeLab

As a national hub for molecular biosciences in Sweden, SciLifeLab (Science for Life Laboratory) facilitates cutting-edge, multi-disciplinary

life science research and promotes its translation to the benefit of society. The center focuses on both health and environmental research

and is jointly operated by its four founder universities: KTH Royal Institute of Technology, Karolinska Institutet, Stockholm University, and

Uppsala University. About 200 research groups, 1500 researchers and 40 national infrastructure facilities are associated with SciLifeLab.
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Advance your

career with expert

advice from

Science Careers.

Featured Topics:

§ Networking

§ Industry or Academia

§ Job Searching

§ Non-Bench Careers

§ And More

Download Free Career Advice Booklets!

ScienceCareers.org/booklets
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LEADING A

NEW ERA IN

RESEARCH

AUS is a preeminent and top-ranked university in the region,
currently embarking on a massive new era in research,
founding seven new research entities:

Biosciences and Bioengineering Research Institute (BBRI)

Materials Science and Engineering Research Institute (MSERI)

Gulf Environments Research Institute (GERI)

Smart Cities Research Institute (SCRI)

High-Performance Computing Center (HPCC)

Geospatial Analysis Center (GAC)

Genomics Research Laboratory (GRL)

American University of Sharjah, one of the

Middle East’s leading universities, has set itself

an ambitious research agenda, pushing the

limits of science and engineering and providing

exciting opportunities for those seeking to

realize the university’s research goals.

To learn more about the AUS research
agenda, and the opportunities available,
visit: www.aus.edu/research

Visit the website and start planning today!

myIDP.sciencecareers.org

Features inmyIDP include:

§ Exercises to help you examine your skills,

interests, and values.

§ A list of 20 scientific career paths with a

prediction of which ones best fit your skills

and interests.

§ A tool for setting strategic goals for the

coming year, with optional reminders to

keep you on track.

§ Articles and resources to guide you through

the process.

§ Options to savematerials online and print

them for further review and discussion.

§ Ability to select which portion of your IDP you

wish to sharewith advisors, mentors, or others.

§ A certificate of completion for users that

finishmyIDP.

For your career in science, there’s only one

In partnership with:

myIDP: A career plan
customized for you, by you.

Recommended by
leading professional
societies and the NIH



Paul, an introvert, harbored fanta-

sies of burying himself in computer 

tasks, free of the noise and distrac-

tions of offices. But when he started 

to work from home, he struggled 

to maintain focus and avoid get-

ting sucked into house chores. As 

Wisconsin’s bitter winter took hold, 

snow buried his office window, and 

he felt closed in. Three months into 

his new arrangement, he learned 

that Lauren, an extrovert, was also 

working from home. He found some 

relief in learning that she, too, was 

struggling with isolation.  

We weren’t about to give up on 

remote work, but we needed better 

ways to cope. The two of us began to 

email back and forth, sharing chal-

lenges we faced and methods we’d 

found helpful for staying productive. 

After we got into the swing of things, we surveyed 16 other 

remote scientists to generate some tips for success. 

SET REALISTIC GOALS. When you don’t have a boss looking 

over your shoulder, you become your own taskmaster. Set-

ting small, manageable daily tasks that contribute to your 

longer-term goals can help keep you on track. Make sure 

to hold yourself accountable, for instance by scheduling 

regular check-ins with a supervisor or colleague. 

BE CONSISTENT. Wake up each morning, change out of your 

pajamas, and maintain a regular schedule. Act as if you 

have a job to go to—because, after all, you do. 

REDUCE DISTRACTIONS. Do not let laundry, dishwashing, 

cleaning, and other chores consume your workday. You may 

also have to guard against social disruptions, as some people 

seem to think that if you work remotely, you can do whatever 

you want at any time of day.

CREATE A DISCRETE WORKSPACE. When 

you’re working, be at work—both 

mentally and physically. It helps to 

have a separate office. If that’s not 

possible, try to arrange your furni-

ture in a way that distinguishes your 

work and nonwork space.  

REWARD PRODUCTIVITY. If you are 

productive for an hour or two and 

accomplish a task, then treat your-

self to a 15-minute break. Get a cup 

of coffee, take a walk, browse the 

internet, play with your dog, or do 

something else that you enjoy.  

SEEK OUT HUMAN INTERACTION. Sci-

entific discovery is collaborative, 

and it can be difficult to interact 

with colleagues while working from 

home. Get out and attend meetings 

and conferences. Schedule Skype calls with other scientists 

or communicate via Slack. Consider spending a few hours 

working in a social setting such as a coffee shop. 

When we first started to work remotely, we suffered 

from feelings of entrapment and isolation. But now—

3.5 years in for Paul and 2 years in for Lauren—we’ve 

learned how to manage our new arrangement so that we 

can be productive scientists and live in the same city as our 

loved ones. We’re not planning on a lifetime of full-time 

remote work—in fact, Lauren’s remote journey will be over 

when she starts a faculty position next month—but we have 

to say that remote working has its perks. For one thing, it’s 

hard to complain about a 10-second commute. j

Paul N. Frater is a Ph.D. candidate at the University of 

Iceland, working in Stevens Point, Wisconsin. Lauren L. 

Sullivan is a postdoctoral researcher at the University 

of Minnesota, working in St. Louis, Missouri. Send your 

career story to SciCareerEditor@aaas.org.

“We weren’t about to give up 
on remote work, but we 

needed better ways to cope.”

A short guide to working remotely

W
e were ecstatic when our supervisors allowed us to work remotely. Friends in graduate 

school, we hadn’t worked in the same place in years. But our lives had taken a similar turn. 

Paul—a scientist at a state agency at the time—was living apart from his wife on weekdays. 

Every Friday he’d leave his office and drive 3 hours to spend the weekend at home, but 

with his wife pregnant with their first child, that situation would soon become untenable. 

Lauren, a newly married postdoc, lived in a different state than her husband and was grow-

ing weary of long-distance romance. Our work lives revolved around computer analyses and writing, 

so remote work was feasible. It seemed like an ideal solution.

By Paul N. Frater and Lauren L. Sullivan
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